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Preface

This volume constitutes the proceedings of the International Conference on Data
Mining and Big Data (DMBD 2016), which was held in conjunction with the 7th
International Conference on Swarm Intelligence (ICSI 2016), during June 25–30, 2016,
at Padma Resort in Legian, Bali, Indonesia.

The theme of DMBD 2016 was “Serving Life with Data Science.”Data mining refers
to the activity of going through big data sets to look for relevant or pertinent information.
This type of activity is a good example of the axiom “looking for a needle in a haystack.”
The idea is that businesses collect massive sets of data that may be homogeneous or
automatically collected. Decision-makers need access to smaller, more specific pieces of
data from these large sets. They use data mining to uncover the pieces of information
that will inform leadership and help chart the course for a business. Big data contains a
huge amount of data and information and is worth researching in depth. Big data, also
known as massive data or mass data, refers to the amount of data involved that are too
great to be interpreted by a human. However, the methods to process big data are
ineffective. Currently, the suitable technologies include data mining, A/B testing,
crowdsourcing, data fusion and integration, genetic algorithms, machine learning, nat-
ural language processing, signal processing, simulation, time series analysis, and
visualization. But real or near-real-time information delivery is one of the defining
characteristics of big data analytics. It is important to find new methods to enhance the
effectiveness of big data. With the advent of big data analysis and intelligent computing
techniques we are facing new challenges to make the information transparent and
understandable efficiently. DMBD 2016 provided an excellent opportunity and an
academic forum for academia and practitioners to present and discuss the latest scientific
results, methods, and innovative ideas and advantages in theories, technologies, and
applications in data mining, big data, and intelligent computing. The technical program
covered all aspects of data mining, big data, and swarm intelligence as well as intelligent
computing methods applied to all fields of computer science, signal/information pro-
cessing, machine learning, data mining and knowledge discovery, robotics, big data,
scheduling, game theory, parallel realization, etc.

DMBD 2016 took place at Padma Resort in Legian, Bali, Indonesia. Bali is a
famous Indonesian island with the provincial capital at Denpasar. Lying between Java
to the west and Lombok to the east, this island is renowned for its volcanic lakes,
spectacular rice terraces, stunning tropical beaches, ancient temples, and palaces, as
well as dance and elaborate religious festivals. Bali is also the largest tourist destination
in the country and is renowned for his highly developed arts, including traditional and
modern dance, sculpture, painting, leather, metalworking, and music. Since the late
20th century, the province has had a big rise in tourism. Bali received the Best Island
Award from Travel and Leisure in 2010. The island of Bali won because of its
attractive surroundings (both mountain and coastal areas), diverse tourist attractions,



excellent international and local restaurants, and the friendliness of the local people.
According to BBC Travel released in 2011, Bali is one of the world’s best islands!

DMBD 2016 received 115 submissions from about 278 authors in 36 countries and
regions (Algeria, Australia, Bangladesh, Brazil, Chile, China, Colombia, Egypt,
France, Germany, Greece, India, Indonesia, Iraq, Ireland, Japan, Kazakhstan, Republic
of Korea, Luxembourg, Malaysia, Norway, Poland, Portugal, Romania, Russian Fed-
eration, Singapore, Slovakia, South Africa, Spain, Sweden, Chinese Taiwan, Tunisia,
Turkey, UK, USA, Vietnam) across six continents (Asia, Europe, North America,
South America, Africa, and Oceania). Each submission was reviewed by at least two
reviewers, and on average 2.8 reviewers. Based on rigorous reviews by the Program
Committee members and reviewers, 57 high-quality papers were selected for publi-
cation in this proceedings volume with an acceptance rate of 49.57 %. The papers are
organized in 10 cohesive sections covering all major topics of the research and
development of data mining and big data and one Workshop on Computational Aspects
of Pattern Recognition and Computer Vision.

As organizers of DMBD 2016, we would like to express sincere thanks to Peking
University and Xian Jiaotong-Liverpool University for their sponsorship, and to Bei-
jing Xinghui Hi-Tech Co. for its co-sponsorship as well as to the IEEE Computational
Intelligence Society, World Federation on Soft Computing, and International Neural
Network Society, IEEE Beijing section for their technical co-sponsorship. We would
also like to thank the members of the Advisory Committee for their guidance, the
members of the international Program Committee and additional reviewers for
reviewing the papers, and the members of the Publications Committee for checking the
accepted papers in a short period of time. We are especially grateful to the proceedings
publisher Springer for publishing the proceedings in the prestigious series of Lecture
Notes in Computer Science. Moreover, we wish to express our heartfelt appreciation to
the plenary speakers, session chairs, and student helpers. In addition, there are still
many more colleagues, associates, friends, and supporters who helped us in immea-
surable ways; we express our sincere gratitude to them all. Last but not the least, we
would like to thank all the speakers, authors, and participants for their great contri-
butions that made DMBD 2016 successful and all the hard work worthwhile.

May 2016 Ying Tan
Yuhui Shi
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Abstract. Over the past few years, big data analytics has received
increasing attention in all most all scientific research fields. This paper
discusses the synergies between big data and evolutionary computation
(EC) algorithms, including swarm intelligence and evolutionary algo-
rithms. We will discuss the combination of big data analytics and EC
algorithms, such as the application of EC algorithms to solving big data
analysis problems and the use of data analysis methods for designing new
EC algorithms or improving the performance of EC algorithms. Based
on the combination of EC algorithms and data mining techniques, we
understand better the insights of data analytics, and design more effi-
cient algorithms to solve real-world big data analytics problems. Also,
the weakness and strength of EC algorithms could be analyzed via the
data analytics along the optimization process, a crucial entity in EC
algorithms. Key challenges and future directions in combining big data
and EC algorithms are discussed.

Keywords: Big data analytics · Data science · Evolutionary algo-
rithms · Evolutionary computation · Swarm intelligence

1 Introduction

Nowadays, big data has been attracting increasing attention from academia,
industry and government [2,20,36]. Big data is defined as the dataset whose
size is beyond the processing ability of traditional databases or computers. Four
elements are emphasized in the definition, which are capture, storage, manage-
ment, and analysis [26]. The focus of the four elements is the last stage, the big
c© Springer International Publishing Switzerland 2016
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data analytics, which is about automatic extraction of knowledge from a large
amount of data.

Big data analysis can be seen as mining or processing of massive data, thereby
retrieving “useful” information from large dataset [29]. Big data analytics can
be characterized by several properties, such as large volume, variety of differ-
ent sources, and fast increasing speed (velocity) [26]. It is of great interest to
investigate the role of evolutionary computation (EC) techniques, including evo-
lutionary algorithms and swarm intelligence for the optimization and learning
involving big data, in particular, the ability of EC techniques to solve large scale,
dynamic, and sometimes multiobjective big data analytics problems.

Traditional methods for data analysis are based mainly on mathematical
models and data is then collected to fit the models. With the growth of the
variety of temporal data, these mathematical models may become ineffective in
solving problems. The paradigm should shift from the model-driven to the data-
driven approach. The data-driven approach not only focuses on predicting what
is going to happen, but also concentrates on what is happening right now and
how to be prepared for future events.

With the amount of data growing constantly and exponentially, the current
data processing tasks are beyond the computing ability of traditional computa-
tional models. The data science, or more specifically, the big data analytics, has
received more and more attention from researchers. The data are easily generated
and gathered, while the volume of data is increasing very quickly. It exceeds the
computational capacity of current systems to validate, analyze, visualize, store,
and extract information. To analyze these massive data, there are several kinds
of difficulties, such as the large volume of data, dynamical changes of data, data
noise, etc. New and efficient algorithms should be designed to handle massive
data analytics problems.

Evolutionary computation (EC) algorithms, which include swarm intelligence
and evolutionary algorithms, are a set of search and optimization techniques
[13,14,22]. To search a problem domain, an EC algorithm processes a population
of individuals. Different from traditional single-point based algorithms such as
hill-climbing algorithms, each EC algorithm is a population-based algorithm,
which consists of a set of points (population of individuals). Each individual
represents a potential solution to the problem being optimized. The population
of individuals is expected to have high tendency to move towards better and
better solution areas over iterations through cooperation and competition among
themselves.

In this paper, we present the analysis of the relationship from data science
to evolutionary computation algorithms, which include swarm intelligence and
evolutionary algorithms. EC algorithms could be applied to optimize the data
mining problems or to handle data directly. In evolutionary computation algo-
rithms, individuals move through a solution space and search for solution(s)
for the data mining task. The algorithm could be utilized to optimize the
data mining problem, e.g., the parameter tuning. The EC algorithms could be
directly applied to the data samples, e.g., subset data extraction. With the EC
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algorithms, more effective methods can be designed and utilized in massive data
analytics.

In evolutionary computation algorithms, solutions are spread in the search
space. Each solution can also be considered as a data point in the search space;
the distribution of solutions can be utilized to reveal the landscape of a prob-
lem. Data analysis techniques have been exploited to design new swarm intel-
ligence/evolutionary algorithms, such as brain storm optimization algorithm
[30,31] and estimation of distribution algorithms [17,28].

The aim of this paper is to analyze the association between big data ana-
lytics and evolutionary computation (EC) algorithms. The possible directions
of utilizing evolutionary computation algorithms on data science and applying
data science methods for EC algorithms will be discussed. The remaining of the
paper is organized as follows. Section 2 reviews the basic concepts of big data
analytics methods. Section 3 discusses the key challenges of the combination on
EC algorithms and big data analytics. Section 4 analysis the future directions
of EC algorithms utilized to optimize data science methods and data analysis
methods utilized to analyze EC algorithms, followed by conclusions in Sect. 5.

2 Big Data Analytics

Currently, data science or big data analytics is a popular topic in computer
science and statistics. It concerns with a wide variety of data processing tasks,
such as data collection, data management, data analysis, data visualization, and
real-world applications.

The data science is a fusion of computer science and statistics. The statistics
is the study of the collection, analysis, interpretation, presentation, and organi-
zation of data [12]. From the perspective of statistics research, the data science
has the same objectives as the statistics, except that the data science empha-
sizes more on volume, and the variety of data. The data science is more like a
synonym of big data research. From the perspective of statistics, there are two
aims in data analyses [12]:

– Prediction: To predict the response/output of future input variables;
– Inference: To deduce the association among response variables and input vari-

ables.

From the perspective of computer science research, the data science is more
practical. The phrase “data mining” is often used to indicate the data science
tasks. The process of converting raw data into useful information, termed as
knowledge discovery in databases. Data mining, which is data analysis process
of knowledge discovery, attempts to discover useful information (or patterns) in
large data repositories [15].

The statistics and data science both focus on the study of the extraction of
knowledge from data. The main difference is that the data in data science are
increasingly heterogeneous and unstructured [10].
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EC algorithms, which include evolutionary algorithms and swarm intelli-
gence, are a set of search and optimization techniques [14,22]. To search a prob-
lem domain, a swarm intelligence algorithm processes a population of individu-
als. Each swarm intelligence algorithm is a population-based algorithm, which
consists of a set of points (individuals). Each individual represents a poten-
tial solution to the problem being optimized. The population of individuals is
expected to have high tendency to move towards better and better solution areas
over iterations through cooperation and competition among themselves.

3 Key Challenges

The aim of evolutionary computation and big data analytics is to combine the
strengths of EC algorithms and data science techniques. It has two meanings:
potential applications of evolutionary computation algorithms in the big data
analytics and big data analytics techniques in enhancing evolutionary compu-
tation algorithms. With the data analytics during the optimization process, the
relationship between the algorithm and problems could be revealed. The EC
algorithms could be utilized to solve real-world big data analytics problems [6,7].

3.1 Data-Driven Evolutionary Computation Algorithms

In general, most of the EC algorithms share a similar framework and usually
involve the following two phases [18]:

1. Generate candidate solutions (e.g., random initialization) according to a spec-
ified probabilistic distribution.

2. Update the explicit or implicit model, on the basis of the information (solu-
tions and their fitness values) collected in the previous/current step, to guide
the future search toward “better” solutions.

This framework could obtain “good enough” solutions for problems with low
dimensions or simple landscape. However, with the developments of evolutionary
computation techniques, problems with more complex structures and large-scale
data are arising in real-world applications. To handle the new challenges of opti-
mization problem, more efficient and adaptive algorithms should be designed.
For the traditional algorithms, there are several obstacles need to overcome for
this framework:

1. Not much problem specific information is used: algorithms with the same
parameters and structure are used to solve different kinds of problems. The
problem’s information is not taken advantage of during the search process.

2. The algorithms need a balance between short and long time memory. There
are two kinds of memories which are used in EC algorithms: the short time
memory, e.g., the previous solutions (parent generation in genetic algorithm,
previous position in particle swarm optimization algorithm) and the long time
memory, e.g., the personal best position.
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3. Only the fitness of objective function is used to guide the search. Normally, the
individuals with the better fitness values have more possibility to reserve in
next iteration, and other individuals are more likely to be abandoned during
the search.

With the development of big data analytics techniques, more data could be
stored and more unstructured information could be analyzed. The EC algorithms
could be understood better and improved through the information analyses dur-
ing the search. The paradigm in data-driven EC algorithms seems to be: collect
a (massive) dataset, design an explicit or implicit model such as evolutionary
algorithm or particle swarm optimization algorithm that can propagate search
information from one individual to another, and finally converge to some good
enough solutions until time runs out.

The meta-heuristics algorithms could be roughly divided into two categories:
instance-based search and model-based search [18,37]. Most of the traditional
search methods, such as simulated annealing and iterated local search, could
be classified into instance-based search, which the new candidate solutions are
generated using solely the current solution or the current group of solutions. For
the recently meta-heuristics algorithms, such as ant colony optimization and
estimation of distribution algorithms, could be classified as model-based search.
In model-based search, candidate solutions are generated using an explicit or
implicit model, which is updated using the information of previously solutions.
The search is guided to concentrate on the regions containing high quality solu-
tions iteration over iteration.

Figure 1 gives a framework of data-driven EC algorithms. Each candidate
solution is a data sample from the search space. The model could be designed
or adjusted via the data analysis on the previous solutions. The landscape or
the difficulty of a problem could be obtained during the search, i.e., the problem
could be understood better. With the learning process, more suitable algorithms
could be designed to solve different problems, thus, the performance of optimiza-
tion could be improved.

Data
Solutions with fitness values

Model
Optimization algorithm

Optimization Adjusting
Design/Learning/

Fig. 1. A framework for data-driven evolutionary computation algorithms.

Massive information exists during the search process. For EC algorithms,
there are several individuals existed at the same time, and each individual has a
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corresponding fitness value. The individuals are created iteration over iteration.
There is also massive volume of information on the “origin” of an individual,
such as that an individual was created by applying which strategy and para-
meters to which former individual(s). The data-driven EC algorithm is a new
approach to analyze and guide the search in evolutionary algorithms/swarm
intelligence. These strategies could be divided into off-line methods and online
methods. An off-line method is based on the analysis of previous storage search
history, such as history based topological speciation for multimodal optimization
[25] or maintaining and processing submodels (MAPS) based estimation of dis-
tribution algorithm on multimodal problems [32]. While for an online method,
the parameters could be adaptively changed during the different search states.

3.2 EC on Solving Data Analytics Problems

The big data analytics is a new research area of information processing, however,
the problems of big data analytics have been studied in other research fields for
decades under a different title. The rough association between big data analyt-
ics and evolutionary computation algorithms can be established and shown in
Table 1.

Table 1. The rough association between big data analytics and evolutionary compu-
tation algorithms.

Big data analytics Evolutionary computation algorithms

Volume Large scale/high dimension

Variety

Velocity Dynamic environment

Veracity Noise/uncertain/surrogates

Value Fitness/objective

The characteristics of the big data analytics are summarized into several
words, which are volume, variety, velocity, veracity, and value. These complex-
ities are a collection of different research problems that existed for decades.
Corresponding to the EC algorithms, the volume and the variety mean large-
scale and high dimensional data; the velocity means data is rapidly changing,
like an optimization problem in dynamic environment; the veracity means data
is inconsistent and/or incomplete, like an optimization problem with noise or
approximation; and the value is the objective of the big data analytics, like the
fitness or objective function in an optimization problem.

The big data analytics is an extension of data mining techniques on a large
amount of data. Data mining has been a popular academic topic in computer
science and statistics for decades. The swarm intelligence and evolutionary algo-
rithms are subfields of evolutionary computation techniques which study the
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collective intelligence in a group of simple individuals. Like data mining, in the
evolutionary computation algorithms, useful information can be obtained from
the competition and cooperation of individuals.

The key challenges of EC solving big data analytics problems could be divided
into four elements: handling a large amount of data, handling high dimensional
data, handling dynamical data, and multiobjective optimization. Most real world
big data problems can be modeled as a large scale, dynamical, and multiobjective
problems.

Handling Large Amount of Data. The big data analysis requires a fast
mining on a large scale dataset, i.e., the immense amount of data should be
processed in a limited time to reveal useful information. As the computing power
improves, more volume of data can be processed. The more data are retrieved
and processed, the better understanding of problems can be obtained.

The analytic problem can be modeled as an optimization problem. An evo-
lutionary computation algorithm is a search process based on the previous expe-
riences. To reveal knowledge from a large volume of data within the big data
context, the search ranges of the solved problem have to be widened and even
extended to the extreme.

A quick scan is critical to solve the problem with massive data sets. Evo-
lutionary computation algorithms are techniques based on the sampling of the
search space. Through the meta-heuristics rules, data samples are chosen from
the massive data space. From these representative data samples, the problem
structure could be obtained. Based on the evolutionary computation algorithms,
we could find a “good enough” solution with a high search speed to solve the
problem with a large volume of data.

A large amount of data does not necessarily mean high dimensional data, and
a high volume of data can accumulate in single dimension such as high frequency
data sampled by sensors with higher resolutions.

Handling High Dimensional Problems. In general, the optimization prob-
lem concerns with finding the best available solution(s) for a given problem
within allowable time, and the problem may have several or numerous optimal
solutions, of which many are local optimal solutions. Normally, the problem will
become more difficult with the growth of the number of variables and objectives.
Specially, problems with a large number of variables, e.g., more than a thousand
variables, are termed as large scale problems.

Many optimization methods suffer from the “curse of dimensionality”, which
implies that their performance deteriorates quickly as the dimension of the search
space increases [3,11,16,24]. There are several reasons that cause this phenom-
enon.

The solution space of a problem often increases exponentially with the prob-
lem dimension and thus more efficient search strategies are required to explore
all promising regions within a given time budget. An evolutionary computa-
tion algorithm is based on the interaction of a group of solutions. The promising
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regions or the landscape of problems are very difficult to reveal by small solution
samples (compared with the number of all feasible solutions).

The characteristics of a problem may also change with the scale. The problem
will become more difficult and complex when the dimension increases. Rosen-
brock’s function, for instance, is unimodal for two dimensional problems but
becomes multimodal for higher dimensional problems. Because of such a wors-
ening of the features of an optimization problem resulting from an increase in
scale, a previously successful search strategy may no longer be capable of finding
an optimal solution. Fortunately, an approximate result with a high speed may
be better than an accurate result with a tardy speed. Evolutionary computation
algorithms can find a good-enough solution rapidly, which is the strength of the
EC algorithms in solving the big data analytics problems.

A data mining problem can be modeled as an optimization problem, and the
research results of the large scale optimization problems can also be transferred
to data mining problems. In evolutionary computation algorithms, many effec-
tive strategies are proposed for high dimensional optimization problems, such as
problem decomposition and subcomponents cooperation [34], parameter adap-
tation [35], and surrogate-based fitness evaluations [21]. Especially, the particle
swarm optimization or ant colony optimization algorithms can be used in the
data mining to solve single objective [1] and multiobjective problems [9].

In the EC algorithms, the problem of handing a large amount of data and/or
high dimensional data can be represented as large scale problems, i.e., problems
with massive variables to be optimized. Based on the EC algorithms, an effective
method could find good solutions for large scale problems, in terms of both the
time complexity and the result accuracy.

Handling Dynamical Problems. The big data, such as the web usage data
of the Internet and real time traffic information, rapidly changes over time. The
analytical algorithms need to process these data swiftly. The dynamic problems
are sometimes also termed as non-stationary environment [27] or uncertain envi-
ronment [19] problems. The EC algorithms have been widely applied to solve
both stationary and dynamical optimization problems [33].

The EC algorithms often have to deal with the optimization problems in
the presence of a wide range of uncertainties. Generally, uncertainties in the
problems can be divided into the following categories.

1. The fitness function or the processed data is noisy.
2. The design variables and/or the environmental parameters may change over

the optimization process, and the quality of the obtained optimal solution
should be robust against environmental changes or deviations from the opti-
mal point.

3. The fitness function is approximated, such as surrogate-based fitness evalua-
tions. The fitness function suffers from the approximation errors.

4. The optimum in the problem space may change over time. The algorithm
should be able to track the optimum continuously.
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5. The optimization target may change over time. The computing demands need
to adjust to the dynamical environment. For example, there should be a
balance between the computing efficiency and the power consumption for
different computing loads.

In all these cases, additional measures must be taken so that the EC algorithms
are still able to solve the dynamic problems satisfactorily [4,19].

Handling Multiobjective Problems. A general multiobjective optimization
problem (MOP) or a many objective optimization problem (MaOP) can be
described as a vector function f that maps a tuple of n parameters (decision
variables) to a tuple of k objectives.

Different sources of data are integrated in the big data research, and for the
majority of the big data analytics problems, more than one objective need to be
satisfied at the same time. In a multiobjective optimization problem, we aim to
find the set of optimal trade-off solutions known as the Pareto optimal set. Pareto
optimality is defined with respect to the concept of nondominated points in the
objective space. EC algorithms are particularly suitable to solve multiobjective
optimization problems because they deal simultaneously with a set of possible
solutions. This allows us to find an entire set of Pareto optimal set in a single
run of the algorithm, instead of having to perform a series of separate runs
as in the case of the traditional mathematical programming techniques [8,23].
Additionally, EC algorithms are less susceptible to the shape or continuity of
the Pareto front.

4 Future Directions

The future direction is combining the strengths of EC algorithms and big data
analytics to design new algorithms on the optimization or data analytics.

4.1 EC Algorithms for Big Data Problems

The big data is created in many areas in our everyday life. The big data analytics
problem not only occurs in Internet data mining, but also in complex engineer-
ing or design problems [5]. The big data problem could be analyzed from the
perspective of computational intelligence and meta-heuristic global optimization
[36]. A real-world application could be modeled as a multiobjecitve, dynamic,
large scale optimization problem. It is recognized that the EC algorithms are
good ways to handle this kind of problems. Based on the utilization of EC algo-
rithms, the real-world system will be more efficient and effective [6,7].

4.2 Big Data Analytics for EC Algorithms

A population of individuals in EC algorithms is utilized to evolve the optimized
functions or goals by cooperative and competitive interaction among individuals.
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Massive information exists during the search process, such as the distribution
of individuals and the fitness of each solution. To improve the search efficiency
or to recognize the search state, the data generated in the optimization process
should be analyzed.

The following list gives some directions on the combination of big data ana-
lytics and evolutionary computation:

1. High-dimensional and many-objective evolutionary optimization;
2. Big data driven optimization of complex engineering systems;
3. Integrative analytics of diverse, structured and unstructured data;
4. Extracting new understanding from real-time, distributed, diverse and large-

scale data resources;
5. Big data visualization and visual data analytics;
6. Scalable, incremental learning and understanding of big data;
7. Scalable learning techniques for big data;
8. Big data driven optimization of complex systems;
9. Human-computer interaction and collaboration in big data;

10. Big data and cloud computing;
11. Cross-connections of big data analysis and hardware;
12. GPU-based EC algorithms;
13. Big data techniques for business intelligence, finance, healthcare, bioinfor-

matics, intelligent transportation, smart city, smart sensor networks, cyber
security and other critical application areas;

14. MapReduce implementations combined with evolutionary computation algo-
rithms approaches.

5 Conclusions

In evolutionary computation (EC) algorithms, a population of individuals is
utilized to evolve the optimized functions or goals by cooperative and competi-
tive interaction among individuals. Massive information exists during the search
process, such as the distribution of individuals and the fitness of each solution. To
improve the search efficiency or to recognize the search state, the data generated
in the optimization process should be analyzed.

With the amount of data growing constantly and exponentially, the data
processing tasks have been beyond the computing ability of traditional compu-
tational models. To handle these massive data, i.e., deal with the big data ana-
lytics problem, more effective and efficient methods should be designed. There is
no complex mathematical model in evolutionary computation algorithms. The
algorithm is updated based on few iterative rules and the evaluation of solution
samples. The massive data analytics may be benefited from these properties
because massive data are difficult or impossible to be represented by mathemat-
ical models.

In this paper, the connection between big data analytics and evolutionary
computation algorithms was discussed. The potential applications of the EC
algorithms in the big data analytics and the big data analytics techniques in EC
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algorithms were analyzed. The big data analytics involves prediction or inference
on a large amount of data. Most real world big data problems can be modeled as
a large scale, dynamical, and multiobjective problems. EC algorithms study the
collective behaviors in a group of individuals. With the combination of big data
analytics and evolutionary computation algorithms, more rapid and effective
methods can be designed to solve optimization and data analytics problem.
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Abstract. The paper provides reflections on feasibility of online data mining
(ODM) and its employment in decision-making and control. Besides reviewing
existing works in different domains of Data Mining, we also report experiences
from ongoing project dedicated to monitoring labour market with the aid of
dedicated intelligent information system. Benefits of ODM include high effi-
ciency, availability of data sources, potential extensiveness of datasets, timeli-
ness and frequency of collection, good validity. Among special considerations
we highlight a need for sophisticated tools, programming and maintenance
efforts, hardware and network resources, multitude and diversity of data sources,
disparity between real world and Internet. Finally, we describe some examples
of the intelligent system application, in particular analyzing labour market data
for several regions.
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1 Introduction

As the amount of data being created and copied in the world currently has the order of
1021 bytes, it is no wonder that many major companies and organizations seek to
intensify Big Data (BD) research and application [1]. So, BD became an established
field in quite a short timeframe, and a significant share of research works is already
recounting the state-of-the-art in it. For example, a review of the field progress and the
relevant technologies is provided in [1], while [2] looks back on the development of
Data Mining (DM), which is often viewed as most essential component for successful
utilization of BD. The recitation of popular DM algorithms was already done in 2007
[3], and by now they, as well as specially adapted methods (see, e.g. [4]), are widely
employed for processing BD. This prompt development is in particular stimulated by
the need to support decision-making, management, and control in general, which can
no longer rely on traditional statistics, such as administrative registers. Among their
disadvantages that are often noted, is virtually unavoidable time lag, conservatism in
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terms of measuring novel concepts and phenomena, inability to embrace rapid trends,
lack of coverage of certain sectors of economy, etc. [5].

At the same time, the development of DM is not uniform per different domains, and
it is said to be problem-oriented [2]. Quite a lot of progress has been made recently in
medicine, where advancement of expert and intelligent systems remains a mainstream
[6], and it’s expected that Big Medical Data classification and analysis will be able to
significantly decrease the ever-growing health care expenses in developed countries.
Extensive review of milestones in the field since the beginning of the millennium can
be found in [7], where principal DM approaches are listed as follows: classification,
regression, clustering, association and hybrid. Overall, already in this domain the
desired goals seem to be agreed upon, the data collection and structuring have been
carried out for a long time, and current research is to a significant degree aimed on
benchmarking and perfection of various mining methods, compared per metrics of
accuracy, sensitivity, specificity, etc. [6].

Another example of a long-established field is Business Intelligence and Analytics,
which lately has also been seeking to harness BD – a review of research and biblio-
metric study can be found in [8]. The development in this domain made it clear that
having enough data and decent processing algorithms are not sufficient, as most
problems seem to arise due to ambiguous objectives and lack of clear indexes to be
analyzed or monitored. Also, unlike in medicine and health care domain, major
organizations in business may be reluctant to cooperate in research, to share data or
agree on their common structure. We’d also like to highlight some relatively novel
applications of DM, one of which is Educational DM, whose increasing popularity is
understandable in the light of boom in online educational services. The author of [9],
having considered 240 works in the field, notes that it is still incipient, as only a few
options from DM repertory are used. Another new challenge in BD analysis is said to
be the Internet of Things, with its naturally voluminous and diverse data that are
considered “too big and too hard to be processed by the tools available today”
[10, p. 78]. We’d also like to highlight that unless some aggregators are employed,
these data should be available at innumerable nodes (things) accessible via online
channels, which would make their collection quite arduous. Indeed, ODM, when no
readily open databases or dedicated data outputs exist, should be viewed as a particular
domain, due to specifics of data allocation, acquisition, structuring, etc. Currently, its
most popular applications are rather “qualitative” ones, such as social networks mining,
usually for e-commerce (see review in [11]), or semantic mining, for which numerous
tools exist, such as described in [12]. However, for decision-making, management,
control, etc., often quantitative analysis of online data is highly desirable, though it
seems to receive less attention [13] – most of available works deal with merely tech-
nical aspects of web mining, not enquiring how information obtained online could be
used and what decisions might be improved with it.

Thus, in our paper we reflect on prospects in ODM, as well as up-to-date challenges
in this field – by which we mostly consider web content mining, not web structure
mining or web usage mining (see explanation of the distinction in [14]). In Sect. 2, we
provide some theoretical considerations and review existing research works. In Sect. 3
we describe an ongoing project, intelligent system that performs collection, processing,
and analysis of online data related to labour market. We provide an example of real
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data collected by the system and how it could be used in decision-making, control and
forecasting. Overall, we would like to encourage discussion on theoretical and practical
aspects of employing online data, on automation and intellectualization of this process.

2 Online Data Mining

Analyzing advantages of employing online (web) data in control and decision-making,
put forward by various research works, such as [13–15], coupling them with our own
practical experiences described later in the paper, we composed the following list:

• High efficiency in terms of labour-intensiveness, which may also mean lower costs.
However, break-even point is highly sensitive to the number of websites, their
changeability, volume and structure (if any) of collected data.

• Open availability of data sources – websites that voluntarily publish data to be
accessed by human visitors or, in rarer cases, robots. Other factors being equal, data
sources that have better coverage (that is, more data and more frequent updates) and
more stable output in terms of data structure (proper HTML/XML mark-up and
meaningful CSS styles) are first candidates for ODM.

• Extensiveness of datasets, as Internet is surely a Very Big Data source. Higher
efficiency and data availability allow to dramatically increase sample size, possibly
even extending the coverage to the whole population, as well as to record more
attributes of studied objects. However, generalizations are to be made carefully, as
information available online is only representative of online universe.

• Timeliness and frequency, which mean that data can be gathered in real-time and
with unprecedented regularity, if the studied field calls for it. This is often helpful in
studying short-lived phenomena that are common in the WWW.

• Better validity of data due to the removal of respondent burden (as information is
gathered indirectly) and prevention of manual-processing errors. However, this is
only true if suitable data are available and the scraping algorithms work correctly
and accurately maintained.

As for problems and special considerations of ODM, we’d like to note the
following:

• Much more sophisticated tools, compared to general Data Mining, are necessary
to collect online data, which are prone to changeability and sometimes hard-to-get.
Indeed, algorithm for scraping a particular webpage data can be created automati-
cally, based on the page contents’ analysis, with the use of the so-called wrappers
technology (see the definition and detailed review in [16]) that has a potential to
significantly reduce programming effort. However, it seems that currently, despite
admitted advances in automated wrapper generation, human involvement is still
required to maintain data extraction in the long run. Thus, the availability of
open-source or free-to-use components and products such as RoadRunner or XPath,
or commercial solutions such as Mozenda, Diffbot, etc. (see in [16]), doesn’t fully
resolve the issue.
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• More hardware and network resources needed, even though in terms of com-
putational complexity, the problem of structured information extraction from web
pages is said to be polynomial or even linear for specific domains [17] (there are
estimations that a web page contains about 5000 elements on average). The situ-
ation is more complex for Rich Internet Applications, where both all URLs and all
application states have to be attended by a data scrapping algorithm, so that the task
can be mapped to directed graph exploration problem. Still, satisfactory performing
methods exist (see review in [18]), such as distributed greedy algorithm or
vision-based approach (see ViDE algorithm [19]). In should be noted that
Flash-based websites currently remain largely inaccessible for automated online
data mining, but their number is already comparably low.

• Incompleteness of Internet – not all objects of the real world have “online foot-
print”, but only those involved in some kind of online information transactions.
Naturally, the existence of economic benefit for both sides is a good motivation –

well-known examples of online data suitable for mining include e-commerce prices
for goods and services, stock and currency markets, tickets costs and availability,
real estate, labour markets, etc. [13]

• Multitude of sources, which leads to increased need for efforts and resources
required to collect and process data, given high probability of inconsistencies
between sources. If online data are scattered among many diverse websites, the
number of different scraping algorithms may become too high, imposing prohibitive
development, customization or maintenance costs. In certain fields it is possible to
select a number of data sources that would make up satisfactory sample, but this
may lead to threats in data validity.

• Threats to data validity, as data sources are selected without non-random sam-
pling, but based on their data volume, technical properties, accessibility, etc.

• No quantity can make up for understanding the goals and means – ODM has to
start with “why” and “for whom” questions (see a simple algorithm for estimating
the feasibility of online data employment in [21]), unlike general DM that often
seem to commence with “we have these data, what can we do with them?”.

So, with the above points we tried to justify the claim that ODM is indeed a distinct
field, requiring special methods, tools, and methodological considerations. The fol-
lowing section of our paper shows how these were reflected in a real project – intel-
ligent system to analyze regional labour markets, – and what new lessons we could
learn.

3 The Labour Market Online Monitoring Project

3.1 The Project Background

The developed software system is dedicated to supporting decision-making in labour
market management by the City Hall of Novosibirsk, Russia. The system was put into
operation in 2011 and currently its database contains more than 10 million records on
vacancies and resumes for Novosibirsk and certain other regions (more details can be
found in [20, 21]).
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The data structuring data is straightforward in most cases, as web pages content
fields are marked with respective id names and the implicit data model is known to us.
Often it’s desirable to exclude multiple copies of the same item, e.g. collected from
different websites or in different time periods, from the analysis. The first step in the
intelligent filtering process is generation of hash-code for the collected page, with all
the variable elements, such as counters or advertisements, removed. This approach
works for most of the copies and excludes them from further structuring, thus
decreasing the system load. However, for more accurate filtering on the second step,
structured data are used – they are merged into a string for which we also generate a
hash-code for subsequent validation and comparison. The resulting productivity, even
given the high volumes of data in the system, is quite satisfactory, and the filtering
mechanism can work as a daemon when the system load is low in the absence of data
collection or processing.

3.2 The Project Experiences

• Feasibility may vary. The advantages of automated online data collection are not
guaranteed, and the most important factors are: (a) whether the object of analysis
has a reliable “online footprint”, i.e. enough of its properties are manifest online,
regularly updated by an interested party, and relatively trustworthy; (b) whether the
concentration is high enough, i.e. most of the information universe is represented on
a handful of websites – about 10, not 1000, which would make the system main-
tenance nearly impossible.

• Changeability and monitoring. Inevitably, the structure of sites and webpages
change with time, as they try to put up more data, improve interface, introduce more
advanced technologies like AJAX, and so on, which significantly affects accuracy
and completeness of ODM, and introduce considerable maintenance costs. While
the latter seem unavoidable, the former could theoretically be aided by a monitoring
sub-system, overseeing correctness of data collection. However, setting up moni-
toring is not a trivial problem, as only relatively simple data gathering malfunctions
can be validated, but generally human programmer involvement is still required
periodically.

• This is not Big Data. The online data collection, in most cases, seems to be of
“Small Data” domain. That is, all of the accessed data can be stored and
re-processed later if necessary (e.g., with more advanced algorithms or to extract
more object of analysis’s properties). We even store HTML code of webpages,
although with certain optimization, and still our database size that after 3.5 years of
the system’s operation contains about 10 million records, amounts to about
120 GB.

• Customer doesn’t know what to ask for. Decision-making based on online data is
quite a novel approach, and it was confirmed in our project that management, at
least on municipal level, does not fully grasp its potential. So, the customer, for
whom data is collected and analyzed, cannot directly drive the development of the
system.
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3.3 Highlights of Labour Market Online Data Analysis

Below we provide some data from our system for selected regions (obl., krai) of Russia
(mostly based in Siberian Federal District), gathered and processed up to the end of
2014 (as the data disclosure was approved by the system’s management). Table 1
contains data on average weekly numbers of vacancies and resumes (so that only
unique items are considered, not repeating postings). The official data on the regions’
urban population is for the 1st of January, 2015. The data for 2015 was also collected
and will be analyzed and subsequently made available with the approvement by the
system’s management.

From the data presented in Table 1, we can conclude that the considered regions
significantly differ in the numbers of vacancies and resumes published online. While
Novosibirsk region is special, as we noted above, the Tomskaya oblast still has notable
lead from the others. It indeed can be explained by higher “online mobility” of its
citizens, quite a significant share of which is students. Interestingly, the ratios between
vacancies and resumes are more stable, although in most of the regions there are more
companies looking for staff than people looking for jobs. We are continuously moni-
toring this ratio, which is a good indication of the state of economy.

Table 2 presents data on average salaries that are proposed in vacancies and
requested in resumes. We compare these data to the official salary statistics (which is
taken for the whole year 2014) and calculate the ration between the average salaries
data from the system to the official data. The official salary data for Tyumenskaya obl.
is taken excluding the ones in its autonomous regions, which are rarely present online
but introduce bias due to high salaries in their oil industry. Table 3 contains the
salary-related information for Novosibirsk region by years. The data is shown for
half-years, but official salaries are taken for the whole year, due to lack of more detailed
statistics. It’s interesting to note that in 2013, when the economic situation was quite
stable, the ration between proposed and requested salaries (Ratio V/R) was close to 1,
but how the situation changed in 2014, when the economy worsened in the fall. Prior to
the decline, the requested salaries boomed (it’s a well-known fact that the cost of
resources increases prior to crises), but after most of the workforce experienced the
economic troubles, they got ready to work for much lower salaries.

Table 1. Average weekly numbers of vacancies and resumes per regions, 2014.

Region Vacancies (weekly) Resumes (weekly) Ratio (V/R)
Total Per 100,000 Total Per 100,000

Krasnoyarski krai 997 45.45 639 29.13 1.56
Kemerovsk. obl. 1446 61.91 1202 51.47 1.20
Novosibirsk. obl. 3204 148.55 3300 153.00 0.97
Omskaya obl. 1102 77.19 729 51.06 1.51
Tomskaya obl. 825 106.72 659 85.25 1.25
Tyumenskaya obl. 539 18.83 444 15.51 1.21
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4 Conclusions

Nowadays, as annual growth rate in the amounts of data created and transferred in the
world is estimated as 50 %, Internet is increasingly viewed as a data source, and
already not only business organizations, but even understandably conservative National
statistical institutes initiate projects to employ online data. It is said that BD and DM
are domain-specific [2], and in such fields as health care (medical data), business
intelligence, education, etc. they are on different stages of maturity. Thus we reason
that ODM should be seen as a distinct field as well, having very specific considerations
in terms of data collection, methodological aspects and so on.

The paper discusses certain issues in intelligent online data employment in analysis
of various phenomena and supporting decision-making. Although technological
problems seem to be mostly resolved [17, 18], the matter of general feasibility seems to
be less explored [13]. Apparently, most promising application of automated data col-
lection is not in replacing existing manual procedures, but in reaching new areas and
achieving higher level of detail. There are decisions to be made in domains where the
amount of data generated or updated daily is beyond any hand-processing, so
automation and intellectualization are the only reasonable options. From our relevant
experiences from a project ongoing from 2011, the intelligent information system for
monitoring labor market, we in particular conclude that an important challenge in
development such systems is their potential users’ (that is, government agencies offi-
cials) conservatism with IT, which puts requirements generation burden on developers.

Table 2. Average monthly salaries per regions, 2014.

Region Salary (Rubles per month) Ratio (V/R) Percentage of official
Official In vacancies In resumes

Krasnoyarski krai 34224 30915 25514 1.21 82.4 %
Kemerovskaya obl. 26732 30124 22938 1.31 99.2 %
Novosibirskaya obl. 27267 33110 22100 1.50 101.2 %
Omskaya obl. 26313 27350 24538 1.11 98.6 %
Tomskaya obl. 32503 27807 24809 1.12 80.9 %
Tyumenskaya obl. 34221 38865 28566 1.36 98.5 %

Table 3. Average monthly salaries for Novosibirsk region, per years.

Period (half-year) Salary (Rubles per month) Ratio (V/R) Percentage of official
Official In vacancies In resumes

2012 (I) 23246 26986 22796 1.18 107.1 %
2012 (II) 23246 27151 23973 1.13 110.0 %
2013 (I) 25528 24798 23355 1.06 94.3 %
2013 (II) 25528 25370 25774 0.98 100.2 %
2014 (I) 27267 27589 30563 0.90 106.6 %
2014 (II) 27267 33110 22100 1.50 101.2 %
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We also provide real data from the system, for selected regions of Russia and various
time periods, and offer economy-related observations. Interestingly, we can conclude
that capabilities of our and similar intelligent solutions so far exceed the information
needs of responsible authorities, and we attempt to outline directions for securing wider
acceptance of ODM methods.
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Abstract. AdaBoost is an ensemble method, which is considered to be
one of the most influential algorithms for multi-label classification. It has
been successfully applied to diverse domains for its tremendous simplic-
ity and accurate prediction. To choose the weak hypotheses, AdaBoost
has to examine the whole features individually, which will dramatically
increase the computational time of classification, especially for large scale
datasets. In order to tackle this problem, we a introduce Latent Dirich-
let Allocation (LDA) model to improve the efficiency and effectiveness of
AdaBoost by mapping word-matrix into topic-matrix. In this paper, we
propose a framework integrating LDA and AdaBoost, and test it with
two Chinese Language corpora. Experiments show that our method out-
performs the traditional AdaBoost using BOW model.

Keywords: AdaBoost · Ensemble method · Text categorization

1 Introduction

AdaBoost is an adaptive Boosting algorithm [6] with accurate prediction and
great simplicity. It has become one of the most influential ensemble methods
for classification task. The core idea of AdaBoost is to generate a committee of
weak hypotheses and combine them with weights. In each iteration, AdaBoost
will enhance the performance depending on the accuracy of previous classifiers.
Ferreira and Figueiredo [4] review the AdaBoost algorithm in details, and its
variants have been exploited in diverse domains such as text categorization, face
detection, remote sensing image detection, barcode recognition, and banknote
number recognition [15].

AdaBoost was designed only for binary classification, while AdaBoost.MH [11]
is an extension of AdaBoost to be fit for multi-class multi-label classification.
In AdaBoost.MH, a “pivot term” will be selected if the term has been found
harder to classified by previous classifiers in each iteration. An improved version
of AdaBoost.MH, called MP-Boost, is proposed by Esuli et at. [3]. In each itera-
tion of boosting process, MP-Boost selects several “pivod terms” and one for each
category instead of one for all categories in AdaBoost.MH. This mechanism out-
performs in effectiveness and efficiency.
c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 27–37, 2016.
DOI: 10.1007/978-3-319-40973-3 3
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Both methods mentioned above have to scan the whole feature space to select
the pivot term or terms, which is obviously sensitive to the number of features.
For Text Categorization (TC), traditional methods utilize Vector Space Model
(VSM) and Bag-of-Words (BOW) to represent the original corpus, and form a
high-dimensional sparse matrix. However, it is a time consume task in case of
large scale dataset. In order to accelerate the boosting process, it is necessary to
use feature selection or feature extraction techniques, such as mutual informa-
tion, information gain, χ2-statistic consume etc., to reduce dimensions. However,
these methods make a common assumption that the words are isolated from each
other, which may cause information loss and poor classification performance.

Latent Dirichlet Allocation (LDA) [2] is a generative probabilistic topic model
for collections of textual data and it has been widely used for feature reduction.
LDA maps documents into a small number of “Latent Topics”, and each topic
is a mixture of words. LDA can reduce the feature number, but also handle
ambiguity because LDA captures the semantic relation among the words in each
topic.

In this paper, we propose a principle framework to integreate topic modeling
with boosting process. We conduct experiments on real-world dataset, and com-
pare our approach with the state-of-art baselines. Experimental results demon-
strate the effectiveness and efficiency of proposed algorithm.

2 Related Works

Schapire and Singer [11] have proposed AdaBoost.MH, which is one of the most
popular boosting algorithms for text categorization. An improved version, called
MP-Boost is proposed by Esuli et al. [3]. It has better performance in multilabel
text classification, due to its selecting several pivot terms for each category in
each iteration. Furthermore, AdaBoost-SHAMME [16] is a natural extension of
the AdaBoost algorithm to the multi-class case, instead of reducing it to multiple
two-class problems. AdaBoostAR [8] attempts to make the weak hypotheses
more efficient and the experimental results illustrate that AdaBoostAR-based
algorithm performed fast improvement of accuracy.

All mentioned approaches above focus on enhancing the performance of boost-
ing algorithms, however, some studies such as feature selection can also improve
the performance of classification task. There are a wide variety of methods, e.g.,
the mutual information, information gain and χ2-statistic are to determine the
most important features for classification [1]. Changki Lee proposed an infor-
mation gain and divergence-based feature selection method [9], which strives to
reduce redundancy between features while maintaining information gain in select-
ing appropriate features for text categorization. In [13], a two-staged feature selec-
tion method is used to reduce the high dimensionality of a feature space.

Instead of picking from the original set of attributes, feature extraction meth-
ods create a new and smaller set of features as a function of the original set of fea-
tures [1]. LDA is a typical example and it has been applied to information retrival
and TC. Morchid et al. [10] presents an architecture to distinguish the themes of
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Fig. 1. Graphical model representation of LDA

conversation combining two conversation representations with SVM classifica-
tion. The result of the study turns out that using a LDA-based method achieved
better performance than the classical TF-IDF-Gini method. Wang et al. [14]
uses LDA as a method of feature reduction and boosting strategy for classifica-
tion. The weak classifiers they choose for boosting are Näıve Bayes and Support
Vector Machine. But the exprerimental results only demonstrate slightly out-
perform than the algorithms using VSM in accuracy without considering the
improvement on recall, F1-measure and other indicators.

In this paper, LDA is applied for building topic model and produces
document-topic vector for learning two versions of AdaBoost algorithm,
AdaBoost.MH and MP-Boost. We also illustrate how the topic number and
the iteration times affect the results.

3 Methods

Our method introduces LDA to enhance AdaBoost Algorithm, which can be
divided into two different parts: one is topic model part, from which we will get
a document-topic distribution by using LDA, which will be treated as input into
the classification part. In the classification, we will apply two different extensions
of AdaBoost to accomplish classification job.

3.1 Feature Extraction by LDA

Latent Dirichlet Allocation (LDA) [2] is a generative probabilistic model for topic
modeling in a collection of documents. In LDA, documents are represented as a
mixture of fixed number of topics, and each topic is a multinomial distribution
over words. Figure 1 illustrates the graphical model of LDA.

Here is some notations for LDA.

1. A word is the basic unit of textual data from a vocabulary, represented as
w = (1, ..., V ).

2. A document is a sequence of N words represented as d = (w1, w2, ..., wi),
where wi is the ith word in the sequence.

3. A corpus is a collection of M documents represented as D = (d1, d2, ..., dm).
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We assume that there are k latent topics, and then the ith word wi in the
document d can be represented as follows:

P (wi) =
T∑

j−1

P (wi|zi = j)P (zi = j) (1)

where zi is a latent variable which means this topic is assigned to the ith word;
P (wi|zi = j) means the probability of the word wi belonging to topic j; P (zi = j)
means the probability of the given document d belonging to topic j. the jth topic
is represented as the multinomial distribution over a word vocabulary:

φj
wi

= P (wi|zi = j) (2)

The corpora is represented as the random mixture of the K latent topics

θdj = P (zi = j) (3)

Then the probability of the word w coming to the document d can be
described as follows:

P (w|d) =
T∑

j=i

φj
wθdj (4)

The total probability of the model is:

P (θ,z, d|α, β) = P (θ|α)
N∏

n=1

P (zn|θ)P (wn|zn, β) (5)

where α is the parameter of the Dirichlet distribution of the topics over the
documents, and β is a K × V matrix for each topic and each term where βij =
P (wi = 1|zi = 1).

Using Gibbs sampling algorithm, we can obtain the approximate solution of
the parameters.

3.2 Classification by AdaBoost

AdaBoost [5] is one of the most influential boosting algorithms, which along
with its variants have been applied to diverse domains with great success for
their accurate prediction and great simplicity. In this research, we will use two
extensions of AdaBoost, called AdaBoost.MH and MP-Boost to complete clas-
sification task.

AdaBoost.MH AdaBoost.MH works by iteratively building a committee of
weak hypotheses of weakclassifier(usually decision stumps). The input to the
algorithm is a training set S = {< d1, C1 >, ..., < di, Ci >, ..., < dm, Cm >},
where di ⊆ D is the ith document of all the m documents and Ci ⊆ C is a set
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of categories to each of which the ith document belongs. At each iteration t,
the algorithm tests the predictions of the newly generated weak hypothesis ht

and uses their results to update the weight distribution Dt, then the new weight
distribution Dt+1 along with the training samples will pass to the weak learner
to build a new weak hypothesis ht+1.

In the end, the output is the final hypothesis H combining a sequence of
weak hypotheses h1, h2, ..., hT in a linear weighting way. The details of the
AdaBoost.MH algorithm are showed as follows.

MP-Boost MP-Boost [3] is an improved version of AdaBoost.MH. In MP-
Boost, multiple terms are selected as “pivot terms” at every iteration for each
category instead of only one in AdaBoost.MH. MP-Boost basically concentrates
on the form of weak hypotheses and how they are generated. The basic algorithm
of AdaBoost.MH is as follows:

Algorithm 1. AdaBoost.MH algorithm
1: Input : A training set S = {< d1, C1 >, ..., < di, Ci >, ..., < dm, Cm >} where

Ci ⊆ C = c1, ..., Cm for all i = 1, ..., m.
2: Procedure: Initiate D1(di, cj) = 1

mn
for all i = 1, ..., n and for all j = 1, ..., n.

3: for t = 1, ..., T do
4: Pass distribution Dt and training samples to the weak classifier;
5: Get the weak hypothesis ht from the weak learner;
6: Choose αt ∈ R;

7: Update Dt+1(di, cj) =
Dt(di,cj)exp(−αtφ(di,cj)ht(di,cj))

Zt
;

8: Output : A final hypotheses H(d, c) =
∑T

t=1 ht(d, c)

A weak hypothesis of MP-Boost at iteration t is the union of weak hypotheses
for cj , one for each cj ∈ C , which are defined as follows:

hj(di) =

{
a0,j , wki = 0
a1,j , wki = 1

(6)

where tk is the pivot term chosen for category cj . At each iteration t, the algo-
rithm for choosing a weak hypothesis hj(di) is as follows:

3.3 Integrating LDA with AdaBoost

In this section, we will propose a framework integrating LDA and AdaBoost.
The framework can be divided into training part and test part. The input is
a pre-processed(tokenization, stemming, stop words removal, normalization and
segmentation for Chinese word) texual dataset for both training and test.
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Algorithm 2. Choose MP-Boost weak hypothesis
1: for c1, ..., cn, t1, ..., tr do
2: Select hj

best(k)(tk as the pivot term) which minimizes;

Zj
t =

n∑

i=1

Dt(di, cj)exp(−αtφ(di, cj)h
j(di)) (7)

3: for hj
best(1), ..., h

j
best(r) do

4: Select hj
t for which Zj

t is minimum;
5: Across all cj ∈ C, unite the hypotheses as ht;

In training part, firstly we employ Gibbs Sampling method [7] for topic esti-
mation from which we gain two useful vector as result:

– θd < pt1 , ..., ptk >, for each document in D, where pti is the probability
of the ith topic in the document. Of all the documents, it is known as the
document-topic distribution index θ.

– φt < pw1 , ..., pwn
>, for each topic, where pwi

is the probability of the
ith word in the vocabulary. Of all the topics, it is known as the topic-word
distribution index φ.

After that, we will use the document-topic distribution index θ for AdaBoost
learning. Before doing that, some of the topics for each document must be
excluded, because the weight of them is low which will negatively affect the
classification performance. The method to filter the topics is an experienced
method, as followed:

Algorithm 3. Topic filter
1: Input : Sorted (w1, ..., wk), where wi is the weight of the ith topic;
2: sum = 0;
3: for w1, ..., wk do
4: sum+ = w + i
5: if sum > wmean then
6: Break
7: output : The rest of topic

Finally, each document will be represented as a number of topics insetead of
a bag of words for learning AdaBoost.

In test part, the difference is that we need to predict the latent topics of the
new documents in the test set instead of topic estimation. For prediction, LDA
uses the index of topic assignments of the words and the other parameters that
obtained in training part. Then the matrix of test document-topic distribution
θ will be produced for the evaluation of AdaBoost.
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4 Experiments

4.1 Datasets

To evaluate the performence of our architecture, we have used the Tan-
CorpV1.01,2,3 and CompusWebCorp.

The TanCorpV1.0 is a Chinese language corpora for TC, which was collected
and preprocessed by Songbo Tan et al [12]. It consists of a set of 14150 documents
which belong to 12 categories. This corpora has not determine the training set
and test set, so we randomly choose 10000 documents as training sets and the
rest as test sets.

The CompusWebCorp is a Chinese language corpora collected by ourselves.
We crawled the text contents according to the visiting web log. We employed
ICTCLAS4 for segmentation. This datasets contains 5758 documents labeled to
10 categories manually and we randomly choose two thirds of the datasets for
training and the rest is for test.

4.2 Experiment Settings

All of the datasets above will be pre-processed which is the first step of any
text categorization task. In text pre-processing, stop words have been removed,
punctuation has been removed, numbers have been removed, all letters have been
converted to lowercase, and stemming has been performed. The Information Gain
feature reduction method has been used to reduce the feature dimensions.

In our experiment, we will use a free software written by Esuli, that is avail-
able online5. The software realised AdaBoost.MH and MP-Boost. The text rep-
resenting in BOW method will be used for comparing the efficiency and effec-
tiveness of the representation by topics with LDA. For LDA, we employed a free
software called JGibbLDA, which is a Java implementation of LDA using Gibbs
Sampling technique for parameter estimation and inference6.

The estimation and prediction tasks of LDA will be conducted on training
set and test set individually. The iteration numbers for estimation will be set to
2000 and 1000 for inference. For each dataset, we will run LDA seval times to
create a sequence of theta files whose number of topics will be 100, 200, ..., 1000.
After LDA process, we will exclude some topics whose weights are below the
threshold. After that the features of each document will be topic indices which
will be used for learning AdaBoost.MH and MP-Boost. The number of iterations
given for training AdaBoost.MH and MP-Boost is 100, 200, ..., 1000.

After LDA process, we will exclude some topics whose weights are below the
threshold. After that the features of each document will be topic indices which
1 http://www.searchforum.org.cn/tansongbo/corpus.htm.
2 http://web.ist.utl.pt/acardoso/datasets/.
3 https://garnize.latin.dcc.ufmg.br/savannah/projects/cadecol.
4 http://sewm.pku.edu.cn/QA/reference/ICTCLAS/FreeICTCLAS/.
5 http://www.esuli.it/software/mpboost/.
6 http://jgibblda.sourceforge.net/.

http://www.searchforum.org.cn/tansongbo/corpus.htm
http://web.ist.utl.pt/acardoso/datasets/
https://garnize.latin.dcc.ufmg.br/savannah/projects/cadecol
http://sewm.pku.edu.cn/QA/reference/ICTCLAS/FreeICTCLAS/
http://www.esuli.it/software/mpboost/
http://jgibblda.sourceforge.net/
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will be used for learning AdaBoost.MH and MP-Boost. The number of iterations
given for training AdaBoost.MH and MP-Boost is 100, 200 ... 1000. Accuracy,
precision, recall and F1 are performance measures to evaluate classification per-
formance.

5 Results and Discussion

5.1 Results on TanCorpV1.0

As demonstrated in Fig. 2, The Accuracy(other) of AdaBoost-LDA equals to
that of AdaBoost with traditional BOW representation when the topic number
reaches 100, after this, AdaBoost-LDA surpasses AdaBoost-BOW. Since the
AdaBoost-BOW is not influenced by the number of topics, It is a straight line
in the figure. When the topic number reaches 400, AdaBoost-LDA had the best
performance and it is stable afterwards.

Fig. 2. The experimental results on the TanCorpV1.0 with fixed iterations

Figure 3 shows that AdaBoost-LDA converged faster than AdaBoost-BOW.
The number of iterations do not affect AdaBoost-LDA very much, for it is nearly
a straight line in the figure. As the iteration number increases, the performance
of AdaBoost-BOW is getting slightly better, but it still has a worse performance
than AdaBoost-LDA.
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Fig. 3. The experimental results on the TanCorpV1.0 with fixed topics

Fig. 4. The experimental results on the BITWebCorp with fixed iterations

5.2 Results on CompusWebCorp

Figure 4 illustrates the experimental results on the BITWebCorp when the iter-
ation number is fixed. As topic number grows, the four indicators performed
an increased trend during fluctuations except recall, which stayed the same or
even dropped over the topic number growth. During the topic number growth,
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Fig. 5. The experimental results on the BITWebCorp with fixed topics

accuracy and F1-measure, gradually reach the value that AdaBoost-BOW equals
to. However, the precision reaches the value of AdaBoost-BOW when the topic
number equals to 300, after which the growth continues and finally stabilized
around 0.9.

In Fig. 5, the lines are stable. The LDA methods value of accuracy is very close
to that of BOW methods. In recall and F1-measure, BOW methods performed
better than LDA methods while LDA performed better than BOW in precision
at the value of around 0.9.

6 Conclusion

In this paper, we propose a framework integrating AdaBoost and LDA(Latent
Dirichlet Allocations) for text categorization, which successfully improve the
performance of classification using AdaBoost. By using LDA to model the doc-
uments, each document is represented as a mixture of topics, and each topic
is represented as a mixture of words, from which LDA captures the semantic
relation between the words in each topic.

We test our framework with two Chinese language corpora. The results of
the first corpora indicate that our method outperforms traditional methods in
all four indicators when the topic number is more than 100 and our framework
performed faster converging than traditional methods. The second corpus is real-
world data, and our method performed better in precision. Since we only tested
our method on Chinese language corpora, in the future we will test it on other
corpora of different languages and find out the details of how topic number
influences the results.
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Abstract. Next Generation Sequencing(NGS) is a massively parallel,
low cost method capable of sequencing millions of fragments of DNA
from a sample. Consequently, huge quantity of data generated and new
research challenges to address storage, retrieval and processing of these
bulk of data were emerged. microRNAs are non coding RNA sequences
of around 18 to 24 nucleotides in length. microRNA expression profiling
is a measure of relative abundance of microRNA sequences in a sample.
This paper discusses algorithms for pre-processing of reads and a faster
Bit Parallel Profiling (BPP) algorithm to quantify microRNAs. Experi-
mental results shows that adapter removal has been accomplished with
an accuracy of 91.2 %, a sensitivity of 89.5 % and a specificity of 89.5 %.
In the case of profiling, BPP outperform an existing tool, Bowtie in terms
of speed of operation.

1 Introduction

Nucleic acid sequencing is the process of finding exact order of nucleotides present
in a given DNA or RNA molecule. First major endeavor in DNA sequencing
was Human Genome Project. This was a 13 year long project completed in the
year 2003 and method employed was Sanger sequencing. The demand for faster
and cheaper alternative lead to the development of Next Generation Sequenc-
ing(NGS) [1]. NGS platforms are massively parallel, low cost and high through-
put sequencing methods. The Life Technologies Ion Torrent Personal Genome
Machine(PGM), Illumina: HiSeq, Roche: GS Flx+ or 454 and ABI: SOLiD are
examples of NGS platforms. RNA-Seq is a NGS technique developed to analyze
transcripts such as mRNAs, small RNAs and non-coding RNAs [2]. Approx-
imately, length ranges from 400 base pairs for longer reads to 30 base pairs
for shorter reads. NGS data analysis is a challenging big data analysis task as
millions reads are to be pre-processed and aligned to genome or assembled to
transcriptome before performing the required down stream analysis. The fol-
lowing sections discuss steps involved in and algorithm employed for NGS data
processing.

c© Springer International Publishing Switzerland 2016
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1.1 Pre-processing

During the library preparation, adapter sequence or fragments of adapter
sequence are added to a read. Adapters are not part of biological sequences and
needs to be removed before further processing of reads. Otherwise, it may lead
to missed alignments or discarding of genuine match and finally results in wrong
analysis. A sequence read in fastq format, consists of four lines- (i) sequence
identifier (ii) actual sequence (iii) quality score identifier (iv) quality score. The
quality score is a measure of error probability associated with each nucleotide of
the sequence. The score is Q = − 10 log10e, where e is estimated probability
that a base call is wrong. A proper downstream data analysis demands to trim
off the part of sequence read which are more probable to be wrong base call.

1.2 Sequence Mapping

Sequence mapping is the task of finding a best fit position where a read is to
be placed in a reference sequence. This is a difficult task when the reference
sequence contains millions of nucleotides. There are possibilities that read has
multiple approximate/exact matches with the reference sequence. A number of
tools have been developed in recent years for genome scale sequence mapping.
Speed and accuracy are two contradicting trade-offs in the design of sequence
mapping algorithms. Run time is minimum, when quality is compromised by
applying limits to number of mismatches allowed and to gap lengths. The general
work flow of a genome scale mapping tool starts with the indexing of reference
sequence to which reads are to be aligned. Either hash table or Burrows Wheeler
Transform (BWT) are the indexing techniques used in most of the tools. Hash
table based indexing keeps a keyword and value pair, where keyword is k-mer
generated from the reference sequence and value is the position of matched
location in the reference sequence. FM Index is an index based on BWT and
works with very small amount of memory. BWA [3], Bowtie [4] and SOAP [5] are
examples of tools based on BWT indexing, whereas NovoAlign [6], and mrsFast
[7] are tools based on Hash table.

1.3 microRNA

microRNAs belongs to the family of non-coding RNAs, very short in length
and found in many eukaryotes including human. Around 1800 microRNAs have
been identified in human. Studies revealed its role in wide variety of biological
processes such as normal cell development, differentiation and growth control
[8–10]. Precursors (pre-microRNA) of microRNAs are longer sequences and are
characterized by a stable hair pin structure. During the biogenesis, sequence
of around 22 nucleotide in length are separated from the pre-microRNA and
form mature microRNA. Mature microRNAs binds to 3’ untranslated region of
mRNA, thus causing gene expression regulation. There are considerable differ-
ences in expression levels of microRNA in normal conditions and different stages
of diseases [11].



40 A. Salim et al.

1.4 microRNA Profiling

RNASeq data processing can be categorized into three types - mapping of reads
into reference genome, assembling reads into partial or full length transcripts,
and profiling of transcripts. microRNA expression profiling shows the degree of
abundance of microRNA sequences in a given sample. There are many hurdles in
proper profiling of microRNAs. Very short sequence length, lack of common start
or stop sequences, very low presence in the total RNA mass make microRNA
profiling to a difficult task. The sequence of operations for profiling microRNA
from NGS data are preprocessing followed by sequence mapping. In preprocess-
ing, reads are tested for adapter contamination followed by threshold tests for
minimum quality and read length. Resultant reads are aligned to microRNA
sequences during the mapping phase. Quantification of mature microRNAs are
preferred than pre-microRNAs as the former is having active role in gene reg-
ulation. There is lack of consensus among researchers and experts for policy
by which a read is considered as a hit. In a transciptome profiling experiment
connected with Colorectal Cancer, mature microRNA sequences aligned to a
read with a maximum of one mismatch were considered as hit [12]. Two or three
mismatches for longer reads were allowed in other experiments [13]. There are
examples of studies with a restriction that exact match between read and mature
microRNA were made mandatory to prevent the reads mapped to paralogs of a
given microRNA, and to avoid multiple ambiguous hits [14].

microRNA profiling applications using the present day tools have to per-
form indexing, followed by sequence mapping to generate a mapped output.
This is further analyzed using other tools to quantity the exact presence of each
microRNAs. Indexing is a time consuming operation, and depends on the size
of reference sequence. The length of reads, especially for microRNA based
studies are as low as 50 base pairs. When pre-processing steps are com-
pleted, length could further reduced and almost equivalent to that of mature
microRNA sequence. When a mature microRNA sequence is acting as the refer-
ence sequence, reads can be aligned efficiently without generating an index. In
this scenario, there is need for development of an alternate approach for short
sequence profiling. This paper discusses, a direct parallel and faster approach
for microRNA profiling from NGS data.

2 microRNA Profiling: Bit Parallel Profiling
Algorithm(BPP)

We have developed a faster scheme for microRNA profiling from NGS data. Algo-
rithm1 shows major operations in profiling, a pre-processing of reads followed
by sequence mapping and quantification. Initial step of preprocessing is removal
of adapter/fragments of adapter sequences. Adapter removal starts by generat-
ing all overlapping sub sequences of length k from a given adapter sequence.
Each k − mer is scanned for an exact match with the read from the beginning.
The scan length is limited to the maximum of length of the adapter. We used
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Boyer − Moore − Horspool algorithm for exact sequence match, which rely on
bad character rule. This rule ensures longer shifts of the pattern during the
search operation. If a k − mer match is detected in a read, adapter and read
are further aligned using Watermann Smith algorithm, keeping already matched
part intact. The portion to be removed is identified as longest aligned portion
with user specified threshold of mismatches that are allowed. Algorithm 3 depicts
the steps in pre-processing operations. When a read completed adapter removal
process, a base quality check is performed. Normally, read quality contamina-
tion is at the trailing end of read than initial portion. The low quality portion
is trimmed when the accumulated sum of difference between the quality score
and a specified threshold value falls below zero.

Algorithm 1. Bit Parallel Profiling algorithm(BPP)
NGSdata : Reads in fastq format
M : microRNA; k : Number of mismatches
procedure miRProfile

miRP ← 0
while not end of NGSdata do in parallel do

Get next read from NGSData to Ri

Ri = RemoveAdapter(Ri, A)
Rd = TrimQS(Ri, QT )
match = miRQuantify(Rd, M , k)
if match then

miRP ← miRP + 1

As both microRNA sequence and a read are of short length, we prefer pattern
matching algorithm for quantification rather than building an index of reference
sequence. We used a modified version of bit parallel approximate string matching
algorithm developed by Myers, to quantify microRNAs [15]. Let R = r1r2 .... rn
be a read and M = m1m2......mm be a mature microRNA sequence, and thresh-
old value for number of mismatches that can be allowed, k ≥ 0, then the problem
of profiling can be treated as task of finding M in R with k or fewer differences.
This problem can be solved with a complexity O(mn) by calculating cell in a
dynamic programming matrix(d.p), C[0..m, 0..n] using the recurrence:

C[i, j] = min(C[i−1, j−1]+(0 ifMi = Rj , else 1)), C[i−1, j]+1, C[i, j−1]+1)

Myers modified the cost computation to an optimal level with a complexity
of O(kn/w), where w is the word length of the computer. The reduction in
computational cost is obtained by introducing bit vectors so as to have an O(1)
rather than O(m) computation for each column in the matrix. Both the pattern
and sequence are represented as bit string. This algorithm returns set of all
occurrences of given pattern in a longer sequence with k or lesser mismatches. We
added constraints to the algorithm so that seed length and number of mismatches
in seed region are taken into account when read hit is identified. The steps in
matching process is depicted in Algorithm 2.
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Algorithm 2. Algorithm to map Reads to microRNA sequences with
utmost k mismatch

procedure miRQuantify(R[n], M [m], k ) � R[n] : a read of length n
mir = false
for each c ∈ Σ do D[c] ← 0m do

for i ← 1 to m D[M [i]][i] = 1 do

Pv ← 1m; Mv ← 0; g = m; i ← 0‘
while j ≤ n do

match ← D[R[j]]
Xh ← (((match ∧ Pv) + Pv) ⊕ Pv) ∨ match
Ph ← Mv ∨ ¬(Xh ∨ Pv)
Mh ← Pv ∧ Xh; Xv ← match ∨ Mv
Pv ← (Mh << 1) ∨ ¬(Xv ∨ (Ph << 1))
Mv ← (Ph << 1) ∧ Xv); g ← g + Ph[j] − Mh[j]
if g ≤ k then

mir = mircheck(R)
if mir then

return True
j ← j + 1

Algorithm 3. Algorithms to pre-process NGS reads
procedure RemoveAdapter(R[n], A)

Generate all k-mer patterns of the adapter sequence A
for each k-mer of A do

Scan for exact match with 5’ end of read
if match then

Invoke WSAlign(read, A)
Trim matched part of Sequence
Exit

procedure TrimQS(R[n], QT ]) � R - a read sequence
� QT - minimum quality score required

Lr = len(R) j = 1 Sum = 0
while Sum ≥ 0 do

Sum = Sum + Q(R[i]) − QT
j = j + 1

if j ≥ 17 then
Rd = Remove(R[j + 1], Lr); return Rd

else
discard R

2.1 Experimental Validation

Performance of the BPP algorithm has been evaluated by measuring the time
required to quantify a set of microRNAs from NGS data samples. Data sam-
ples were downloaded from NCBI. These are experimental data connected with
disease association of microRNAs and Hepatocellular Carcinoma (HCC) [16].
microRNA genome coordinates and sequences of microRNAs as well as for
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mRNAs were obtained from RefSeq [17]. Quantification of the same set of
microRNAs were again computed using sequence mapping tool, Bowtie for com-
parison. Number of reads aligned to microRNA sequences were treated as expres-
sion level. To evaluate performance of pre-processing part the tool, we used
synthesized reads of length 75 generated by ART [18] for Illumina sequencing
system. A total of 5000000 reads were used and 50 % reads were added with
adapter contamination. The experiments were conducted Intel(R) Xeon CPU
E5-1620 v3 3.5 GHz machine.

3 Results and Discussions

Adapter removal starts with an exact string match of a possible k − mer of
adapter sequence. Output from the contaminated part of reads were catego-
rized into four sets- number of reads that happens to be trimmed more, namely
Over trim, trimmed less namely, Under trim, and Exact trim and Untrim.
Non contaminated reads were grouped into Nc Untrim and Nc trim. Frag-
ments of adapter sequence of length 15 added to the beginning of 50 % reads.
Table 1 shows specificity, sensitivity and accuracy of adapter removal with length
of k − mer chosen as 4, 6 and 8. To calculate above measures, we treated
Over trim and Nc trim as false positives, Under trim and Untrim as false
negatives. When maximum adapter ligation was fixed at 15, Table 1 shows that
the optimal value for length of k-mer is 6.

Table 1. Performance measures of adapter removal evaluated using synthesized data
set (5000000 reads). 50% of reads were contaminated with adapter residues of max-
imum length 15. Measures are evaluated for different k-mers, where q as 4, 6 and 8

length

k-mer

Over

trim

Under trim Untrim Exact trim NcUn trim NC trim Sensitivity Specificity Accuracy

4 54808 75247 75114 2294831 2162968 337032 0.854 0.847 0.892

6 45309 70317 104175 2280199 2278088 221912 0.895 0.895 0.912

8 40317 62779 287950 2108954 2277700 222300 0.889 0.897 0.877

Complexity Analysis of Bit Parallel Profiling Algorithm. The back-
bone of proposed profiling scheme is Myers bit vector algorithm. The computa-
tional time complexity of algorithm is O(nm/w) time, where w is word length of
the machine. This algorithm computes values of a single column of relocatable
dynamic programming matrix by O(1) time using bit operations. Also, compu-
tation is independent of k, the number mismatches permitted. As the length
of microRNA is around 22 nucleotides, a single word is sufficient to represent
the pattern. This results in a linear time performance. Algorithm works even
faster in a sub-linear manner, when parallelism is incorporated by threading the
mapping process to different points in the read file.

Bowtie is a memory efficient and ultra fast sequence mapping tool. Memory
efficiency and speed are attained by creating an index of the reference sequence.
Index creation time will depends on length of reference sequence. Bowtie provides
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Table 2. Comparison of execution time to quantify microRNAs in a NGS data sample,
SRR1642970, using the proposed BPP algorithm and Bowtie sequence mapping tool.
Bowtie with number of number of mismatches, v=1 and v=2 are compared

microRNAs Execution time in seconds

Bit parallel
profiling

Mapping by
Bowtie, v=1

Mapping by
Bowtie, v=2

hsa-miR-122-5p 68.05 119.73 168.48

hsa-miR-21-5p 73.57 119.34 167.31

hsa-miR-143-3p 76.2 120.51 168.48

hsa-miR-148-3p 90.09 121.68 164.58

hsa-miR-1269a 78.49 118.56 161.85

hsa-miR-183-5p 70.47 116.22 161.85

hsa-miR-10b-5p 88 118.56 164.58

hsa-miR-199a-5p 76.31 120.51 168.87

hsa-miR-30b-3p 97.01 121.68 167.31

a tool, bowtie−build to accomplish this task. Bowtie alignment policy can be set
by either seed length (-l) and number of mismatches in seed region(-n) or total
number mismatches (-v). When a sequence mapping tool such as Bowtie is used
to map reads to a mature microRNA sequence, the total number of aligned reads
can be taken as the measure its expression level [19]. Table 2 shows a compar-
ison of execution time when Bowtie and proposed Bit Parallel Profiling (BPP)
algorithm were used to quantity microRNAs in NGS data sample SRR1642970.
This sample contains 10163785 reads. There is considerable difference in exe-
cution time when profiling were executed using BPP than that of Bowtie.
We repeated profiling experiments with number of NGS data samples. Table 3
shows comparison of execution time to profile a microRNA hsa-miR-143-3p from

Table 3. Comparison of execution time for profiling of a single microRNA hsa-miR-
143-3p using proposed BPP algorithm and Bowtie sequence mapping tool

Sample ID Number of reads Proposed
Algorithm (BPP)

Mapping by
Bowtie, v=1

SRR1642952 28,312,100 196.23 296.34

SRR1642950 20,922,731 138.34 198.78

SRR1642968 13,555,600 92.34 139.45

SRR1642966 12,934,901 87.56 134.56

SRR1642954 11,923,774 82.23 128.34

SRR1642970 10,163,737 76.21 116.22

SRR1642980 8,413,826 66.45 104.58
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Table 4. Comparison of execution time to quantify longer transcripts such as mRNAs
in a NGS data sample SRR1642970, using BPP algorithm and Bowtie sequence map-
ping tool

RNA sequences Length Execution time in seconds

Bit parallel
Algorithm

Mapping by
Bowtie, v=1

Mapping by
Bowtie, v=2

mir-122 22 68.05 119.73 168.48

mir-122(pre-miRNA) 122 91 120.965 177.84

BTG2 684 335.21 121.225 207.74

REC 972 491.99 121.16 212.16

E2F1 2722 1157.39 121.875 234.39

RECK 4001 2094.11 122.59 239.46

APAF1 6497 2626.33 123.825 246.87

different data samples using bit parallel algorithm and Bowtie. Performance of
Bowtie is not independent of number mismatches to be allowed in the mapping.
Figure 1 shows an increase in execution time of Bowtie when number mismatches
is varied from 0 to 3. BPP algorithm is independent of number of mismatches,
hence keeps constant time with different values of mismatches. Table 4 shows
execution time when the experiment is extended to longer transcripts such as
mRNAs. Complexity of the BPP algorithm is linear. But Bowtie keeps execution
time constant for a given value of mismatches allowed. The is attained by the
index structure created by Bowtie. Figure 2 shows the same fact. It is evident
that BPP performance is good only the length of reference sequence is lesser
than 200 base pairs.

Fig. 1. Comparison in terms of execution time for microRNA profiling between BPP
Algorithm and Bowtie, when number of mismatches allowed is varied from 0 to 3 (Color
figure online)
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Fig. 2. Performance Comparison of Bit Parallel Profiling Algorithm with Bowtie in
RNA profiling with transcripts of different lengths (Color figure online)

4 Conclusion

The developments in NGS systems resulted in generation of large quantity of
genomic data. This data has to be carefully analyzed for the better understanding
of the functions of any living forms. We are focusing on profiling microRNAs
from these genomic data. Numerous studies reported links between alterations
of microRNA and pathological conditions such as cancer, neurological diseases
and cardiovascular disease. Profiling of miRNAs helps in the development of
clinically useful molecular diagnostic tests. We have developed an algorithm
specifically to microRNA profiling which can perform much faster and accurate
than a popular sequence mapping tool Bowtie. Further, this method is a direct
profiling approach results in absolute quantification, and hence no other profiling
tools need to be applied on the mapped output from sequencing tools such as
Bowtie.
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Abstract. This paper investigates the application of Data Mining (DM)
to predict baseline energy consumption for the improvement of energy
savings estimation accuracy in Measurement and Verification (M&V).
M&V is a requirement of a certified energy management system (EnMS).
A critical stage of the M&V process is the normalisation of data post
Energy Conservation Measure (ECM) to pre-ECM conditions. Tradi-
tional M&V approaches utilise simplistic modelling techniques, which
dilute the power of the available data. DM enables the true power of the
available energy data to be harnessed with complex modelling techniques.
The methodology proposed incorporates DM into the M&V process to
improve prediction accuracy. The application of multi-variate regression
and artificial neural networks to predict compressed air energy consump-
tion in a manufacturing facility is presented. Predictions made using
DM were consistently more accurate than those found using traditional
approaches when the training period was greater than two months.

Keywords: Measurement and Verification · Data mining · Energy effi-
ciency · Baseline energy modelling

1 Introduction

The European Union has issued the Energy Efficiency Directive (2012/27/EU) to
ensure member states shift to a more energy efficient economy [1]. The effective
implementation of the Directive relies heavily on the cumulative effect of energy
savings across a number of projects. An example of this is the Energy Efficiency
Obligation Scheme (EEOS) in Ireland, which is being implemented pursuant to
Article 7 of the Directive [2]. Ireland has chosen to use the EEOS as a mechanism
to ensure targets set out in the Directive are achieved. The scheme obligates
energy distributors and retail energy sales companies to achieve energy efficiency
improvement targets based on their market share. This structure requires the
aggregated savings of multiple individual projects to reach these targets. Over
or under estimation of savings in individual cases can lead to national targets
not being met, therefore failing to achieve the overall objective of the Directive.
c© Springer International Publishing Switzerland 2016
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In the energy efficiency sector, Measurement and Verification (M&V) is the
process of quantifying energy savings delivered by an Energy Conservation Mea-
sure (ECM). M&V is a requirement of a certified Energy Management Sys-
tem (EnMS). The Efficiency Valuation Organization publish standardised M&V
guidelines entitled the International Performance Measurement and Verification
Protocol (IPMVP). IPMVP is a framework of definitions and broad approaches
for M&V. In addition to this, ASHRAE publish Guideline 14P, which provides
detail on implementing M&V plans. Both guidance documents require metering
to estimate energy savings.

There are two periods of analysis in the M&V of energy savings: the pre-ECM
period and the post-ECM period. In most cases, real data is available for the pre-
ECM period and post-ECM period (measured energy). To quantify the savings
achieved, the energy consumption post-ECM must be compared to what the
consumption would be had the ECM not been implemented. This is known as the
adjusted baseline. This requires the baseline energy consumption in the pre-ECM
period to be modelled and used to quantify the adjusted baseline in the post-
ECM period by normalising post-ECM consumption to pre-ECM conditions.
Figure 1 contains a graphical representation of this calculation process. Hence,
M&V is not an exact science as there is always a margin of error in predicting
energy consumption [3].

Fig. 1. Overview of measurement and verification savings calculation [4] (Color figure
online)

The normalisation of the adjusted baseline to an acceptable degree of cer-
tainty is a critical step in M&V. The methods most commonly used to predict
the adjusted baseline are reviewed in Sect. 2.3. This study proposes an alterna-
tive M&V methodology that utilises data mining (DM) to harness the power of
the energy data available. DM is being utilised as a mechanism to progress M&V
of energy savings towards more accurate and reliable results. This is possible as
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DM enables efficient processing of the data and prediction of the adjusted base-
line, hence maximising the potential power of the available data.

2 Related Work

2.1 Data Mining in Energy Engineering Applications

Continual improvement and development is a vital component in the success of
an EnMS. This requirement is being satisfied through the use of DM to support
and implement these systems. DM has successfully been used to define, develop
and implement an EnMS. Velázquez et al. utilised a DM approach to identify
key performance indicators and subsequently energy consumption models [5].

Energy consumption has also been predicted through the use of DM with
a view to allowing for more informed decision making. This was achieved by
extracting information from unstructured data sources, processing the data and
presenting it in a manner that maximises its use to the decision maker [6]. If
patterns in energy consumption are not obvious, DM has been shown to be the
most effective mean of capturing consumption trends in the case of efficiently
maintaining buildings [7]. Also, in a study which applied DM techniques to
optimise building heating, ventilation and air-conditioning performance, DM
has been shown to accurately model the operation of buildings, when supplied
with sufficient data [8].

2.2 Modelling Energy Consumption

In engineering, the ability to predict electrical loads in an accurate manner is
a valuable tool in demand side management. A DM approach using unsuper-
vised learning has been taken in M&V to estimate baseline load for demand
response in a smart grid [9]. The self-organizing map and K-means clustering
were the modelling techniques applied. The results of which were compared to
the accuracy of day matching methods, which is a simplistic approach to pre-
dicting energy consumption. Root mean square error was reduced by 15–22%
on average through the use of DM techniques. Hence, the suitability of more
complex modelling algorithms was vindicated [9].

The use of soft computing models to improve the accuracy of electrical load
forecasting has also been investigated. Neuro-fuzzy systems have been proven to
perform better than artificial neural networks and statistical forecasting based
on Box-Jenkins ARIMA model [10]. Electrical load forecasting for smart grids
analyse data across a larger project boundary than a typical M&V case. M&V
of energy savings generally focuses on a smaller project boundary which in some
cases is as large as an entire facility, while in other cases it can be as small as only
covering a single piece of equipment. Hence, the application of DM techniques,
such as those mentioned, to M&V of smaller scale electrical loads should be
investigated.
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2.3 Baseline Modelling in M&V at Present

Modelling techniques that are commonly used in industry include linear regres-
sion, day matching and change-point regression models. Walter et al. stated
that a limitation of methods used for predicting baseline energy is the inade-
quate quantification of uncertainty in baseline energy consumption predictions.
The importance of uncertainty estimation is highlighted as being essential for
weighing the risks of investing in ECM [11]. Reviews of the possible modelling
techniques have been carried out. One such study compares five models which
include change point models, monthly degree-day models, and hourly regression
models. This presented a general statistical methodology to evaluate baseline
model performance. The study showed that results generated using 6-months
pre-ECM data, i.e. training data, may be just as accurate as those that use a 12-
month training period [12]. Crowe et al. investigated using baseline regression
models for individual homes to move towards an automated M&V approach
using interval data. The results were found to offer a promising first step in
the process, while recommendations were made to develop more a robust M&V
methodology [13].

This paper assesses the suitability of using DM to provide this robustness in
M&V. The need to progress the methods used to quantify the adjusted base-
line in M&V projects has been highlighted. As the methods used at present
are rigid in nature, they tend to generalise the variables affecting energy con-
sumption. DM is proposed to progress this aspect of M&V through the use of
complex modelling techniques that are capable of capturing the trends of energy
consumption. The case study presented reviews the application of data mining
for energy consumption prediction in a biomedical manufacturing facility. Each
stage of the data mining process is detailed within the context of the case study.

3 Application of CRISP-DM for Purposes of M&V:
A Case Study in a Manufacturing Facility

The CRoss Industry Standard Process for Data Mining (CRISP-DM) was iden-
tified as a method to further standardise the M&V methodology and enable
more accurate estimation of energy savings. A case study was carried out to
assess the viability of the methodology proposed in this paper. Figure 2 outlines
the procedure applied. Rapidminer Studio (v7.0.001) was the software used to
implement the CRISP-DM [14].

3.1 Business Understanding

A biomedical manufacturing facility was chosen as a case study to assess the
feasibility of the application of DM to aid M&V. A quality understanding of
the business under analysis was essential to interpret the results at the mod-
elling and evaluation stages of the process. This was achieved by carrying out
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Fig. 2. Phases of the CRISP-DM reference model [15]

a process walk-through, studying process flow diagrams, and piping and instru-
mentation diagrams. A knowledge of the systems within the boundary of analy-
sis was acquired from this process and any additional issues were discussed with
the facility’s engineering team. The boundary of the analysis was the electrical
energy consumption across the entire manufacturing facility.

3.2 Data Understanding

The data understanding phase of the CRISP-DM reference model was com-
pleted through investigation into the information technology infrastructure at
the facility. An understanding of the flow of energy consumption data and the
databases in which it was stored was gained. This enabled the data prepara-
tion stage detailed in Sect. 3.3 to be carried out in an efficient manner with all
pre-processing completed using as little resources as possible. The objective of
streamlining the M&V process was considered at each stage of the study.

3.3 Data Preparation

Energy consumption data is often difficult to compute due to the nature of
the metering. Cumulative meters are generally used for electrical energy and
as a result, pre-processing must be completed on the outputted data. In the
case under investigation, this was completed prior to being output to the user.
However, despite this pre-cleansing of the data, outliers remained in the data set
as the pre-cleansing process did not remove all anomalies. Therefore, the data
preparation stage was utilised to remove any remaining outliers in the data set
delivered to the user. Figure 3 illustrates the steps undertaken to prepare the
data for the modelling stage.
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Fig. 3. Application of CRISP-DM in case study

Two data sources were used to gather the data required for a complete analy-
sis of the electrical energy consumers on-site: energy management software and
wind turbine management software. The electrical energy consumed on-site is
measured by cumulative kilowatt-hour (kWh) meters. Pre-processing of this data
involved detecting outliers caused by meter errors and converting the data from
kWh to average electrical loads in kilowatts (kW). The second step was required
in order to analyse all data in the same format and units. The individual datasets
were then joined together and forwarded to the modelling stage described in
Sect. 3.4.

The use of data mining methods to pre-process the data reduced the resources
required to clean the dataset into a useful form. Without the use of these DM
techniques, the detection of anomalies can be a manual, time-intensive process.
The process developed in the software environment can be applied to any data
export from the systems within the analysis boundary. Hence, future projects
can utilise this resource, further streamlining the M&V process.

3.4 Modelling

The dataset output from the data preparation stage was in a clean and functional
format as a result of the data cleansing performed. For the purposes of this case
study, the compressed air load was the chosen quantity to be modelled, as it
was the most appropriate variable to highlight the power of the available energy
data. When the load was analysed at a high-level, there was no clear and obvious
correlation to other significant energy users on-site. The other significant energy
users were more predictable due to scheduling of equipment and the presence of
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standard operating procedures. An electrical meter measured the total electrical
energy consumed by the compressed air generation system in 15-min intervals.

The modelling techniques applied to the dataset were multivariate linear
regression and feed-forward neural networks. Following a review of the techniques
that could be applied to the dataset, these were found to be the most appropriate
for this analysis. A total of 11 variables were available to be used to construct
a model for compressed air consumption. These variables accounted for 44 % of
electricity consumption across the facility. The modelling process was developed
within the software environment and the variables utilised to build each model
were chosen automatically by the software based on significance to the attribute
being predicted.

A traditional M&V approach was also considered for the purposes of evaluating
the effectiveness of the techniques proposed. This approach consisted of single vari-
able linear regression modelling. For M&V purposes, this is an approach that most
practitioners are familiar with through the use of Microsoft Excel [16]. A correla-
tion matrix was generated to assess which variable in the dataset had the greatest
influence on the compressed air load, the quantity to be predicted. The electricity
consumed by production related equipment had the highest correlation coefficient
with a value of 0.902, hence this was chosen to be used as the input variable for
developing the single variable regression model for compressed air consumption.
Figure 3 illustrates the modelling process carried out.

Following initial modelling using the techniques described above, the results
were evaluated. As per the CRISP-DM methodology, the data understanding
stage was revisited within the context of the modelling process. The process of
constructing the models was then refined to ensure the knowledge contained in
the dataset was accurately represented and the power of this knowledge was
maximised. This was achieved by choosing modelling parameters, such as toler-
ance levels and learning rates, in a heuristic manner. For the feed-forward neural
network, this process identified a learning rate of 0.3 and a total of three layers
as the most appropriate for the data under analysis. Similarly, the minimum
tolerance used to construct the linear regression models was chosen as 0.05.

3.5 Evaluation

The models developed in Sect. 3.4 were applied to a new dataset containing
energy consumption knowledge for a time period outside that with which the
models were constructed. This independent dataset was used for cross validation
of the models. Relative error was the metric used to evaluate the performance of
each model. The modelling technique that resulted in the lowest relative error
was deemed as the most appropriate for the given data set. The equation for N
data points is as follows:

MeanRelativeError =
1
N

N∑

i=1

pred(i) − real(i)
real(i)

. (1)
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Table 1 contains the relative error of each model in predicting the compressed
air load during the testing period. The training period duration was varied to
assess the affect that this had on model performance. It was found that the
single variable regression model is the most appropriate modelling technique in
cases where the training data available is less than 62 days, as this technique
minimised the relative error. For greater training periods, the multivariate linear
regression model and feed-forward neural network performance improved greatly
and surpassed that of the single variable regression model.

Table 1. Relative error in predictions from each model.

Training period Testing period Single variable lin-
ear regression

Multivariate lin-
ear regression

Feed-forward
neural network

31 Days 28 Days 40.4% 64.32% 46.81%

62 Days 28 Days 37.18% 38.18% 58.26%

92 Days 28 Days 29.92% 22.09% 23.09%

111 Days 28 Days 28.67% 21.49% 28.16%

139 Days 28 Days 26.84% 19.87% 21.6%

Multi-variate linear regression performed with the lowest relative error for
the longest training period. As energy data is largely affected by the outdoor air
temperature, historical data over a 12-month period is usually used for analy-
sis. This ensures a wide range of operating conditions are contained within the
data. A full cycle of a facility’s operation is also required to capture all levels of
energy consumption. The manufacturing facility in this study operates contin-
uous processes so a full cycle of operation is not as defined as that of a batch
process. Hence, a default value of 12-months of data would suffice. However,
approximately 6-months of data that was fit for use was available at the time of
this analysis.

Taking the prediction accuracy of the models developed across the range
of training periods, multi-variate linear regression was the most appropriate
technique for modelling the baseline compressed air energy consumption in this
case. Figure 4 illustrates a sample of the prediction accuracy of this leading
performing model, developed using 139 days of training data. The decrease in
compressed air load on February 6 is as a result of reduced plant operations on
weekends. The performance gap between the traditional modelling technique and
multi-variate linear regression was approximately constant at 7 % for training
periods greater than 92 days. A longer period of analysis must be considered to
investigate this relationship further.

3.6 Deployment

Deployment of the models generated would consist of predicting the adjusted
baseline in the post-ECM period. This would then be compared with metered
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Fig. 4. Sample of prediction performance of multi-variate linear regression model
(Color figure online)

data to identify the savings made. For an M&V project, the largest training
dataset would be used in order to capture the widest range of production levels
possible. Hence, given that the models constructed using a DM approach were
more accurate than those constructed using a traditional modelling approach,
deployment in an M&V application would improve the performance of the energy
savings estimation.

4 Conclusions

The prediction of compressed air electricity consumption in a large biomedical
manufacturing facility was chosen to apply and review the proposed method-
ology. Multi-variate linear regression models and feed-forward neural networks
were constructed using a variety of training periods. Single variable linear regres-
sion was also performed as it is a common approach used in M&V. Cross-
validation of all models found that the traditional approach was more appro-
priate when the training period was two months or less. Training periods longer
than this resulted in the models developed using a DM approach performing with
improvements in relative error of approximately 7 %. The data mining process
was found to improve the prediction accuracy, therefore reduce the uncertainty
in energy savings estimation for M&V purposes. More detailed analysis using a
calendar year of training data should be performed to further substantiate the
findings of this case study. The use of DM to improve performance and reduce
the resources required for M&V was presented with promising results for this
case study. One can broaden the scope of this analysis across a variety of M&V
applications to advance the research into the subject area.
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5 Future Work

The research presented in this paper is part of a wider study which has a primary
objective to move towards automating the process of M&V. The results of the
CRISP-DM included in this paper form an initial evaluation of the potential
and effectiveness of DM in these circumstances. Future research will consist of
broadening the scope of the analysis presented in this paper through the use of
larger datasets, alternative case studies and more complex baseline modelling
techniques.

Acknowledgements. The authors would like to acknowledge the financial support
of the Science Foundation Ireland MaREI Centre and the NTR Foundation.

References

1. European Parliament: Directive 2012/27/EU of the European Parliament and of
the Council of 25 October 2012 on energy efficiency (2012)

2. Sustainable Energy Authority of Ireland: Energy efficiency obligation scheme.
Technical report (2014)

3. Drive, B., Afb, T.: Measurement & Verification handbook. Technical report (1998)
4. C3 Resources. http://www.c3resources.co.uk
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Abstract. The Japanese understanding of corporate social responsibility
(CSR) is linked with the country’s history of industrial pollution. As a result, the
top area Japanese companies are addressing is the environment. This study aims
to classify the corporate value of Japanese companies calculated by the Ohlson
model based on environmental efforts using several classification techniques.
The corporate value is divided into high, medium, and low. Since the classifi-
cation leads to imbalanced classes, five classification techniques (Gradient
Boosting, Decision Tree, Support Vector Machine (SVM), and K-Nearest
Neighbor (KNN)) were chosen to deal with this problem. KNN, with the lowest
accuracy (0.68), was found predict smaller classes better than the others. To
improve its accuracy, a majority voting rule is implemented in this study. In the
voting rule, three classifiers (KNN, Random Forest, and Decision Tree) are
combined. The accuracy for the combination of the three classifiers is 0.71.
However, this study found that the impact on biodiversity is the most important
variable among Japanese companies. This indicates that recent efforts to dif-
ferentiate corporate value among Japanese companies based on environmental
efforts arises from their understanding of the impact of business activities on
biodiversity.

Keywords: Corporate value � Ohlson model � Environmental efforts �
Classifier techniques � Majority voting rule

1 Introduction

Nowadays, various stakeholders such as customers, shareholders, financial institutions,
governments, and civil society organizations consider corporate social responsibility
(CSR) to be an essential part of business practices. CSR is important and has become a
fundamental market force affecting long-term financial viability and success. In Japan,
the concept of CSR has been widely discussed in recent years as an innovative business
dimension. CSR has become an indispensable element of Japanese corporate man-
agement. Domestically, many companies are undertaking efforts in the areas of the
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environment, human rights, and women’s advancement. Overseas, the top area they are
addressing is the environment as well [1]. At the same time, the Japanese government
is also developing systems to facilitate more environmentally friendly business and a
recycling economy that better balances the environment and economics. According to
this issue, it is clear that the strength of Japanese corporations in doing CSR activities
stems from the environmental aspects.

This study aims to classify corporate values calculated by the Ohlson model based
on environmental efforts using several classifier methods. We choose some common
classifiers to deal with the nature of our data. The Ohlson model is used to estimate an
income based on expected profits. Using the Ohlson model, we wanted to explore the
relation of environmental efforts and corporate value from a long-term perspective,
since many previous studies only focused on the relation of CSR and financial per-
formance such as ROA or ROE from a short-term perspective.

The paper proceeds as follows. The following section provides an overview of
environmental efforts by Japanese companies. Section 3 describes how the data in this
paper were collected and the methodology that was used in this study. Section 4
discusses the study’s findings. The paper ends with the recommendations and limita-
tions of the study in light of the given topic.

2 Environmental Efforts by Japanese Companies

In Japanese companies, the relationship between CSR and corporate competitiveness in
the area of the environment is relatively easy to understand. For instance, efforts to
reduce environmental burdens often lead to greater efficiency and lower costs. The
market for environmentally friendly products or services is also growing [2]. The
environmental efforts of CSR are linked with the history of industrial pollution in
Japan. High economic growth in postwar Japan resulted in massive environmental
pollution during the 1960s and 1970s, known as the kōgai incident [3].

Many Japanese companies put the environment high on their agendas. They have
endeavored to promote environmental awareness and ecologically sound corporate
management, and to create a recycling society [4]. Many Japanese companies have
become sensitive to pollution and its risks and have implemented environmental cor-
porate management tools for daily business conduct. They have begun to realize that
environmentally benign management can improve their competitiveness [5]. A growing
share of firms also has begun to consider investing in environmentally friendly products
and processes as a strategic move rather than as a cost [6]. With its several benefits, the
number of companies that have implemented environmental management standard ISO
14001 is high in Japan [7].

Japan has experienced a large number of corporate scandals, most of them related
to industrial pollution or environmental destruction resulting from their business
activities. Hence, many Japanese companies have reported on their environmental
performance for years, such as publishing information concerning their environmental
policies, mainly out of accountability considerations or as part of their risk manage-
ment. Another study concluded that developments such as the ISO standard were larger
drivers for the implementing CSR policies than pressures from society [8]. In Japan,
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the association of CSR with compliance and philanthropic activities is very strong.
That is why Japanese companies are less likely to discuss issues that were of no
importance in the traditional corporate system [9]. Consequently, CSR inside or outside
Japan is mainly focused on environmental aspects rather than employment and human
rights issues [10].

3 Data and Methodology

Based on the history of Japanese companies dealing with environmental issues, we
selected 12 attributes from the Toyo Keizai database in 2015. The attributes involve the
presence of an environmental department, an environmental officer, an environmental
report, environmental accounting, an environmental audit, an environmental manage-
ment system (ISO14001), planning for reduction of CO2 emissions, green purchasing
efforts, the possibility of pollution, environment-related laws and regulations, and
climate change initiatives, along with the impact on biodiversity. All of these attributes
are categorical. For instance, regarding the environmental department attribute, com-
panies are asked about the presence or absence of an environmental measures
department. The answers are 1 for a full-time department, 2 for concurrent department,
3 for none, 4 for other, and 0 for no answer.

Originally, we had data on more than 1000 companies from Toyo Keizai. However,
to calculate corporate values by the Ohlson model, we need financial information from
the NikkeiNEEDS_CD-ROM (Nikkei Economic Electronic Databank System) also in
2015. Unfortunately, not all companies provide their financial data. In the end, we
obtained values for only 260 companies. The highest value is 1766976, and the lowest
value is -51160.2. We clustered these values using simple k-means and the elbow
method to determine the optimal number of clusters for k-means clustering. We found
the k in k-means clustering is 3. Then, k-means provide results from 260 samples, with
a low value of 205, a medium value of 39, and a high value of 16. Hence, we utilized
certain classifiers that can deal with these data or categorical data. In machine learning,
common classifiers for dealing with categorical data include Gradient Boosting,
Decision Tree, Support Vector Machine, Random Forest, and K-Nearest Neighbors.
We tried all of these classifiers to find out which classifier would give the best result.

4 Result

4.1 Classifier Accuracy

The data are imbalanced, so we used a stratified k-fold to evaluate the performance of
each classifier. Stratification is the process of re-arranging the data to ensure that each
fold is a good representative of the whole.

According to Table 1, the highest accuracy is obtained by SVM, Gradient Boosting
or Random Forest, Decision Tree, and KNN, respectively. However, looking at the
accuracy information is not enough to make a decision. Classification accuracy is just
the starting point. The accuracy is the number of correct predictions divided by the total
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number of predictions and multiplied by 100 to turn it into a percentage. Next we will
take a look at Table 2, the classification report for each classifier.

Precision is the number of positive predictions divided by the total number of
positive class values predicted. Recall is the number of positive predictions divided by
the number of positive class values in the data test. The F1 score conveys the balance
between precision and recall. Table 2 indicates that all classifiers give good classifi-
cation reports for predicting class 0. However, only Decision Tree, Random Forest, and
KNN can predict class 1.

Next, we consider the confusion matrix for each classifier, a clean and unam-
biguous way to present the prediction results of a classifier. The diagonal cells show
where the true class and predicted class match. The higher the diagonal values of the
confusion matrix the better, indicating many correct predictions.

Based on Table 3, we can see that the best confusion matrix for predicting small
classes is obtained from KNN, followed by Random Forest, Decision Tree, and Gra-
dient Boosting. Gradient Boosting is better for predicting class 0 than the Decision Tree
and Random Forest confusion matrices. However, Decision Tree and Random Forest
are better for predicting class 1. Moreover, KNN is the only classifier that predicted
class 2, though only one is correct.

Table 1. Accuracy for each classifier

Classifiers Accuracy

Gradient Boosting 0.75
Decision Tree 0.74
Support Vector Machine (SVM) 0.79
Random Forest 0.75
K Nearest Neighbor (KNN) 0.68

Table 2. Classification report

Precision Recall F1 Score
GB DT SVM RF KNN GB DT SVM RF KNN GB DT SVM RF KNN

0.8 0.8 0.79 0.8 0.83 0.96 0.94 1 0.96 0.83 0.87 0.86 0.88 0.87 0.83
0 0.21 0 0.18 0.17 0 0.08 0 0.05 0.23 0 0.11 0 0.08 0.2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0.63 0.67 0.62 0.66 0.68 0.75 0.75 0.79 0.77 0.69 0.69 0.7 0.7 0.7 0.68

Table 3. Confusion matrix

Classifier
/ label

GB DT SVM RF KNN

0 196 6 3 186 17 2 205 0 0 194 6 5 175 30 0
1 33 1 5 34 3 2 39 0 0 34 4 1 32 7 0
2 13 3 0 13 3 0 16 0 0 12 4 0 8 7 1
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4.2 Majority Voting Rule/Ensemble Classifier

When the class distribution is unbalanced, accuracy is considered a poor indicator as it
gives high scores to models that just predict the most frequent class. Sometimes a
classifier with the lowest accuracy can give a better result. The majority voting rule is a
technique for improving classifier accuracy. It is considered one of the simplest and
most intuitive methods for combining classifier methods [11]. There are two common
methods, hard and soft voting. In hard voting, the majority rule of the predictions by
the classifiers is taken. For example, among three classifiers, if two classifiers predict
the sample as class 0, we will classify the sample as class 0. If weights are provided, the
classifier multiplies the occurrence of a class by this weight. In soft voting, a weight
parameter is provided to assign a specific weight to each classifier. We collect the
predicted class probabilities for each classifier, multiply them by the classifier weight,
and then take the average.

The problem with an ensemble or combination of classifiers is how to pick the right
classifiers. In this study, we provide some steps to choose which classifier can best deal
with imbalanced classes (Fig. 1).

We begin by evaluating the performance of classifiers using stratified k-folds. The
classification report in this study shows that all classifiers are able to predict class 0.
However, only Decision Tree, Random Forest, and KNN can predict class 1. In this
step, we consider those three classifiers. Decision Tree, Random Forest, and KNN.
Looking at the classification report is not enough, since we still do not know which
classifier can predict the smallest class or class 2. From the confusion matrix, we found
that KNN is the only classifier that can predict class 2. At this point, we conclude that
KNN is the best classifier to predict the smallest class, although its accuracy is the
lowest. To improve its accuracy, we will combine KNN with Random Forest and
Decision Tree. Random Forest and Decision Tree are chosen because of their perfor-
mance, as demonstrated in the classification report and confusion matrix.

Table 4 shows that both hard and soft voting can increase the accuracy of the
classifier. However, we still do not know which one is better. The goal of combining
classifiers is not only to increase the accuracy, but also to increase the ability to predict
the smallest class. To understand which ensemble is better for predicting the smallest
class, we test the ability of both of the ensembles to predict a sample in class 2. This
process is important mainly because the goal is to improve the ability of KNN to
predict the smallest class. In addition, in the soft voting rule, a different combination of

Fig. 1. Steps for combining classifiers
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weights can give the same accuracy. We thus need to test a combination of weights to
know which combination is best to predict the smallest class. The results are provided
in Figs. 2 and 3.

Figures 3 and 4 show the differences between the hard voting and soft voting
results in predicting a sample from class 2. The accuracy of hard voting is better than
that of soft voting. However, when it comes to predicting the smallest class, soft voting
can predict the sample as class 2, and hard voting cannot. In this step, we conclude that
combining KNN, Random Forest, and Decision Tree with soft voting is the best
method to improve the accuracy of classification of corporate values based on envi-
ronmental efforts among Japanese companies. The accuracy is 0.71 and the weights are
given as 6 for KNN and 2 for Random Forest and Decision Tree. If we are not satisfied
with the result, in step 5 we can return to step 2 to eliminate or add classifiers.

4.3 Variable Importance

In this step, we measure the importance of the various variables in the environmental
efforts. Our main purpose in measuring variable importance is to consider pairs of
variables that contain similar information, since our study is performing classification,
not regression or predictions of corporate values. We want to know which variables can
differentiate Japanese companies based on their environmental efforts. The following
figure shows the importance values for all attributes.

According to Fig. 4, the impact on biodiversity is the only variable that scored 100.
In contrast, the audit variable obtains an importance score of nearly zero, indicating that
this variable never appears as either a primary or a surrogate splitter and that elimi-
nating it from the data set should make no difference to the results. However, the fact

Table 4. Majority voting rule

Classifiers Accuracy Hard voting Soft voting

KNN 0.67 0.67 0.67
Random Forest 0.76 0.76 0.76
Decision Tree 0.72 0.72 0.72
Ensemble 0.74 0.71

Fig. 2. Hard voting (Color figure online) Fig. 3. Soft voting (Color figure online)
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that a variable has high importance does not mean that it should always be included in
the final model. Some variables have high importance because they are overly specific
and therefore act more like identifiers.

5 Conclusions and Further Research

Accuracy in classification techniques can be misleading. Sometimes it may be desirable
to select a model with a lower accuracy because it has a greater predictive power in the
current situation. This problem usually comes when there is a large class imbalance.
Having imbalanced data is common. Most classification data sets do not have an
exactly equal number of instances in each class, but a small difference often does not
matter. Classification accuracy alone therefore cannot be trusted to select a
well-performing model. By using the classification report and the confusion matrix we
can determine which classifier is best. In this study, we provide a procedure for
combining classifiers using a majority voting rule.

Our study only focused on the environmental aspects of CSR in Japanese com-
panies. In this study, we found that the most important variable is the impact on
biodiversity. For this variable, companies are asked about their ability to understand the
impact of their activities on biodiversity. In conclusion, the distinguishing characteristic
among Japanese companies in doing CSR activities based on environmental aspects is
their understanding about the impact on biodiversity of their business activities. For
further research, we would like to explore the relation between CSR and corporate
value from other dimensions, such as corporate governance, human resource utiliza-
tion, and social performance. Moreover, since CSR has many dimensions, we would
like to investigate all dimensions of the CSR activities and their relation to corporate
value. It is not impossible to do so with machine learning, but we should consider
choosing techniques that are appropriate given the nature of our data and the purpose of
our study, namely doing either classification or regression. If we want to do regression,
we should consider the linear and nonlinear relationships between predictors and

Fig. 4. Variable importance
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response variables. In contrast, if we want to do classification, we should consider the
number of classes. In this study, we used k-means with the elbow method to determine
optimal number of k. However, clustering results should not be generalized [12].
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Abstract. This article focuses on knowledge management for knowledge
intensive companies (technology based companies), where despite being its
biggest resource (intangible capital), does not exist mechanisms allowing to
quantify and support the improvement and growth at the company obtained
through the KM. It was made a count of technology-based companies (TBCs),
of process of knowledge management worldwide current, from which are
obtained important pillars to finally presents and develops a proposal KM model
for TBC’s.
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improvement

1 Introduction

In the XXI century, the companies which are not able to adapt to a constantly changing
environment are destined to disappear in the time, whereby the knowledge and its
management take an important role inside the organizations relegating other aspects in
its importance, leaving the man as the essential part of an organization and their
knowledge as differentiators intangible asset within the mechanics of the organization.

The technology based companies by their side, they have been found themselves
immersed in this environment, generating waste of time and money on constant and
repetitive training in specific processes and specialized in the development of their
missionary activities, as well as in the transmission of specific knowledge within all their
areas. Keeping in mind this perception of the current business environment and their
needs, it presents a Knowledge management model applicable to technology based
companies (TBCs) with the structure and tools needed to implement, besides this model
could be used as guide for the future development of similar models applied to TBCs.

2 Characterization of Technology Based Companies

Within the research was made the characterization of Technology Based Companies.
Those companies fulfill the following main characteristics:
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• Are SMEs with intensive knowledge and immersed in high-tech sectors, based on
the intensity grade of R&D+I [1].

• These companies produces innovator goods and services, compromised with its
design, development and production, through the systematic application of tech-
nical and scientific knowledge [2, 3].

• These companies have mostly an academic beginning as innovative business ideas,
which are linked to collaborators such as business incubators, research centers,
science parks, universities and others who from its birth have given support and
infrastructure. It works by projects [4].

3 Characterization of the Main Models of Knowledge
Management

Although the literature subscribe to several authors the beginnings of modern knowl-
edge management, this can be assigned to Peter Senge in the 90s with his book “The
Fifth Discipline”, giving a holistic view of the company and the way how this can
become a smart organization. From this time, begins the development of different
approaches that through the years have been generating KM models with different
perspectives and focused on different areas. Its presented a summary of the KM models
with their main contributions and characteristics for KM (Table 1).

It was not found specific characteristics based or applied for technology based
companies, the most are generalists tools that superficially cover the structure and
needs of the company, therefore have been extracted from all models common features
that help the implementation of the KM in TBCs as follows:

• The Common structure to implement the organizational KM is follow by the next
steps: Analysis of the existing Knowledge within the company – New knowledge
acquisition for the company – Knowledge structuring for the company use –

Communication of the new knowledge to the collaborators and establishment of
knowledge within the company. The Nonaka and Takeuchi model [12] strengthens
this structure through knowledge flow explained in their model.

• Application of tools for KM: Maps and other tools to know the knowledge gap for
the knowledge inventory within the company; the knowledge databases are pow-
erful and necessary tools in Knowledge Management for traceability of knowledge
within the company, avoiding rework or loss of important knowledge; and the
generation of knowledge measuring tools for continuous improvement in the
company considering the knowledge management as a cyclical process.

4 Proposal for Knowledge Management Model
for Technology Based Companies

Taking into account the referential research performed, it is proposed a KM model for
TBCs oriented to adapt and focus the resources and procedures of existing KM and the
relational structure between the knowledge of the companies, employees and its
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mission to gain a competitive advantage. The Km model includes three (3) main parts:
the core, development and the periphery, as shown in Fig. 1.

Table 1. Relevant characteristics of the Knowledge Management main models. (Source: Own
development based on the different authors named)

Model Main settings

Nonaka and
Takeuchi [5, 12]

Tacit and explicit knowledge division
Implementation of organizational conditions (intention, autonomy,
fluctuation, redundancy, and variety). And application of the
knowledge cycle through Socialization, Externalization,
combination and internalization

Wiig [6] Application of Check - Conceptualize - Reflect -Act for the
development of the KM cycle

Propose a Knowledge inventory and improvement actions.
CIBIT Model [5] Organization Knowledge Management through three steps: Focus,

organize, Perform
Garcia-Tapial [7] Implementation of a more specific structure for the KM through the

process of identification - Creation -Storing - Structuring -
Distribution -Maintenance - Accounting

Establish the requirements for KM measurement indicators
Karagabi Model [8] Handle three main steps: An intervention methodology, a KM

models library, and a knowledge base to save the experience
gained through the model application

Specific Application Filtering and cataloging within the process of
inventory of Knowledge

Dissemination of knowledge and information acquired
Delgado and Montes
[9]

Focus on companies which works on projects applying the model of
Nonaka and Takeuchi and the integrated projects management.

Systemic KM approach through the cycle: Identification -
Acquisition and development of knowledge - knowledge retention
- Knowledge distribution and sharing

Handling specific cataloging for the knowledge retention
Triana et al. [10] Propose the application of a model of excellence (EFQM) in KM

Approaching to the use of information and communication
technology

Management and interaction with Stakeholders
Assessment of the relevance of the KM in the company to continuous
improvements

Florez Gonzales [3] Using specific tools for defining KM strategies
Definition of knowledge gaps - organizational knowledge gaps
Using indicators for KM measuring

Gomez [11] Handling and proximity to Stakeholders
Applying learned lessons as an important source of organizational
knowledge
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The “core” refers to the factors which must have the TBC to apply the KM model
proposed. In this case, the TBC must have some kind of relevant knowledge to the
development of their missionary activities, and must have the interest and desire to
manage and improve their activities and products/services. Also the TBC should have a
minimum infrastructure in information technology and communication as a base to
store, share and disseminate the results of the different model [13].

“Development”, refers to the main structure of the model. This section is divided
into five (5) core processes which are shown and explained later:

� Business Recognition. � Lessons Learned by Practice
� Environment Recognition � Continuous Improvement
� Stakeholder analysis

Fig. 1. Knowledge management model for technology based companies (TBCs) (Source: Own
development (Authors)).
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These components are grouped into what are known as intellectual capital (pe-
riphery), which is composed by: Human Capital, Strategic capital, and Relational
Capital [11]. Through this section the TBC could generate and manage an atmosphere
of openness and welfare, making this an attribute of its context, could perceive greater
initiative and participation of employees, which they will act consistent with its own
objectives and own powers, and in line with the organization objectives [14]. Then
exposed the five (5) model processes:

As follows, just for further search and applications.

4.1 Corporate Recognition Process

Its contains the next steps which includes the main aspects to get the corporate target
recognition.

• Corporate analysis.
• Definition of objective and scope for Knowledge Management.
• Identification of business knowledge.

4.2 Environmental Recognition Process

This process consists in the application of sub processing about the identification of
relevant information for the project environment through Strategic Surveillance
Subprocess. Its design was based on the GTC 186 [15] oriented to the management of
R&D+I and management surveillance system.

4.3 Stakeholders Analysis

This process was designed to collect, analyze, storage and select the most relevant
Stakeholders information for the TBC according to the needs and scopes, this
process contains elements from Krick, Forstater, Monaghan, & Sillampää, [16] and
David [17].

4.4 Lessons Learned from Practice

It is the knowledge acquired during a project or task that shows how they should be
addressed in the future events of the project or task, in order to improve future per-
formance [18]. The main phases are:

• Lessons learned from implementing R&D+i.
• Lessons learned from the commercial application.
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4.5 Continuous Improvement Process

This process consists of different types of sub-process that allows the TBC’s share,
communicate and disseminate the results of each process, in addition to assessing
compliance indicators. The sub-process are:

• Diffusion and communication of results.
• The assessment and review processes.

5 Proposed Model Validation

The KM model for TBC’s validation was performed by experts judgments oriented to
the individual aggregation, which is, to obtain information from each expert without
they have any kind of contact, link or relationship [19]. The expert judgments are taken
as three different points of view: The company (TBC’s) view; The stakeholders view
with the participation of technology development and research centers, and the transfer
of research results office of Bogotá, and finally the academic view, with the partici-
pation of la teachers specialized in the theme from different universities from Bogotá.

First, the specific knowledge level for each expert was evaluated in the research
topic. A survey to know the expert competence coefficient (K), where every experts
obtained a K bigger than 0,8 points and less or equal than 1, indicating a high level of
influence from all sources.

Each of the experts made a trial using the KM model executable, examined the
model and the attached tools giving a different scores for each of the model steps,
evaluating different topics for each phase. The conclusion for the validation results was
favorable from the three perspectives.

6 Concluding Remarks and Future Work

The model of Knowledge Management for Technology-Based companies was
designed with respect to the identified TBC’s process which starts with an idea, con-
textualizes, develops and applies it to market. It also has a close relationship with the
processes of creation, identification, collection, analysis, storage, dissemination and
communication of knowledge of the TBC.

It is important to point out and clarify that there must be elements at the core and
the periphery, i.e., business skills that wish to maintain and protect technological
infrastructure in terms of information and communication and intellectual capital of the
TBC for the implementation of the model.

The model of knowledge management for TBC’s can be established as a first step
towards innovation processes with the company to achieve the kind of innovation that
aspire, given the applicability of the model and the possibility of orientation towards
product innovation, process, marketing and/or organization, depending on the strategy
of the TBC.
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The time for the implementation of the model within the company are directly
dependent on the variables mentioned at the top, among them, the experience and
expertise of those responsible for the implementation of the model and the prioritiza-
tion the enterprise gives to knowledge management respect to other projects.
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Abstract. In the last few years, organizations have become much more inter-
ested in using data to create value. Big Data, however, presents new challenges
to the extraction of knowledge using traditional Data Mining methods. In this
paper we focus on a concrete implementation of association rules generation.
The proposed algorithm is specialized for four datasets and its performance for
different support thresholds is measured. This is done for two Database Man-
agement Systems (DBMS) – a traditional row-oriented DMBS in the face of
Oracle and a column-oriented DBMS represented by Vertica. The results indi-
cate the suitability of these DBMSs as tools for association rules generation.

Keywords: Big data � Data mining � Association rules � Apriori algorithm

1 Introduction

Data mining concerns the processing of data with the primary purpose of finding
interesting patterns and trends. The methods used to explore the data vary significantly
and include associative rules, classification, clustering, etc. all of which are being
widely discussed in literature [7, 18].

Today, Big Data urges the use of more extensive data mining techniques due to the
big data volumes as well as the variety of information content and dynamic data
behavior [1, 12, 19]. This combined with the ever growing desire to mine the data
directly in the transactional database [4, 8] presents new challenges to the traditional
relational database management systems (DBMS).

In this paper we study the performance of two popular DBMS –Oracle and Vertica –
for association rule mining. The paper is organized as follows:

In Sect. 2 some background information on the different data mining methods is
provided together with reasoning on why association rules were chosen for this study.
It continues by describing the Apriori algorithm for frequent itemsets discovery and the
concrete implementation, which was used in the tests. Section 3 outlines the setup and
characteristics of the employed environment. It also features information on the data-
sets used. The performance results of using the SQL implementation of the Apriori
algorithm in both Oracle and Vertica are presented, analyzed and discussed in Sect. 4.
In the last section conclusions and directions for future research are given.
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2 Background

Data Mining (DM) incorporates methods and techniques from several areas – statistics,
machine learning, artificial intelligence, etc. The most common ways to mine data to
discover the underlying patterns and structure are [7]:

• Association rule analysis – enables the discovery of interesting and frequent
relations in large databases that concern the co-occurrences of different elements.
The method is mainly used for market-basket analysis for direct marketing, sales
promotions, and for discovering business trends.

• Clustering analysis – used to understand the differences and the similarities within
the data. During the process datasets where the objects are grouped based on their
similarity are identified.

• Classification analysis – a systematic approach for obtaining important and rele-
vant information about data and metadata. It helps to identify to which of a set of
categories a specific type of data belongs.

• Regression analysis – defines the dependency between variables. Using this
method different levels of customer satisfaction can be presented for analyzing
customer loyalty.

• Other – DM techniques like text mining, time series analysis, sequence analysis,
etc. are also widely used in recent years due to the challenges, which Big Data
introduced [19].

Association rule analysis was selected as the method to be researched because of its
popularity and relatively simple implementation in SQL [5, 15].

An association rule can be defined as follows:
Given a set of transactions, where each transaction is a set of items, an association

rule is an implication A -> B, where both A and B are sets of items.
In database terms, it can be translated to a condition similar to: if a transaction T
contains the items in A, there is a high probability that T also contains the items in B.
A is called the antecedent of the rule and B – its consequent.

Three other basic characteristics of association rules are [10, 13, 18]:

• High support – the number of transactions in which the itemsets are present;
• High confidence – the probability of finding itemsets A where itemsets B are

present;
• Interest confidence – the probability of finding A and B in the same transaction is

significantly higher/lower than fining B in a random transaction.

Usually it is enough to concentrate on the high support, as for example in the
discrete case the probabilities (confidence and interest) can easily be computed based
on the counts already used for verifying the support threshold.

There are numerous algorithms available for the computation of association rules.
Most of them, however, only find the frequent itemsets with another step required to
define the actual association rules afterwards. The most popular of these are:
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• APRIORI [2], which counts the transactions in order to find frequent itemsets and
then derives association rules from them. It calculates rules that express proba-
bilistic relationships between items in frequent itemsets. For example, a rule derived
from frequent itemsets containing A, B, and C might state that if A and B are
included in a transaction, then C is likely to also be included in it.

• The ECLAT [17, 18] algorithm finds frequent itemsets with equivalence classes,
depth-first search and set intersection instead of counting.

• FP-growth [9] (from frequent pattern) is a two pass algorithm, which counts
occurrence of items in the dataset and stores them to a ‘header table’ in the first
pass. Then, in the second pass, it builds an FP-tree by inserting instances.

For our experiments we have selected APRIORI because of its simplicity and
straight forward implementation in the SQL language used by the selected DBMSs [5,
6, 14, 15]. A generalization of it for the i-th frequent itemsets’ computation looks like:

3 Test Environment

Having chosen the algorithm, we concentrated on the setup by selecting components
typical for modest modern server machines and the most commonly used versions of
the DBMSs. The main purpose of this selection being to compare the performance of
the two DBMSs in conditions as close to those in a live environment as possible. This
was also the reason for our choice of four datasets and three support thresholds.

3.1 Hardware and Software

In order for the comparison to be valid the same hardware was used in all tests.

Hardware setup. The DBMSs were run as virtual machines on VMWare Fusion
running CentOS 7, each equipped with 2 CPU cores (2.3 GHz each), 8 GB of RAM
and 50 GB of storage.

Database setup. No specific tweaks have been done on each database to improve
performance, except the ones, which are implicit or completely trivial:

• For Oracle, Oracle 11 g EE with no indices.
• HP Vertica Community Edition 7.0.2 was used as the Vertica instance with the

compulsory super projection on each table.
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3.2 Database Schemas and Datasets

To check the performance in different setups we selected four datasets from the Fre-
quent Itemset Mining Dataset Repository [20]:

• Mushrooms – data for several thousand mushroom species and their features;
• Retail market – market basket data from an anonymous Belgian retail store;
• T10I4D100K – data generated by the IBM Almaden Quest research group;
• PUMSB – census data from PUMS (Public Use Microdata Sample).

Some statistics for the datasets sorted by size is shown in Table 1.

The different parameters of the datasets allowed for testing the performance in
various scenarios. The 0 for standard deviation above is natural as each transaction in
these datasets has a fixed number of items in it.

In order for the experiments to be performed all datasets were converted into binary
relations with the following structure:

• Transaction_id – number;
• Item_id – number.

3.3 Benchmarking and Measurement Approach

To perform the tests, we chose to construct the frequent itemsets of length 3 or less for
three different support thresholds – 100, 200 and 400. This decision was dictated by
hardware and time constraints. Generalizations of the used algorithm to create higher
length frequent itemsets are easily achievable, however, performing these would have
required significantly more resources.

4 Experiments

In Tables 2, 3, 4 and 5 one can see the number of different frequent itemsets and
candidate frequent itemsets for each of the support thresholds and for each of the
datasets used. In them, Fi stands for the number of frequent itemsets with length i and
Ci means the candidate frequent itemsets with length i.

Table 1. Properties of the datasets used in the experiment

Set name Items Transactions Total
rows

Avg. items per
transaction

Std. dev. items
per transaction

Mushrooms 119 8124 186852 23 0
Retail market 16470 88163 908576 10.31 8.16
T10I4D100K 870 100000 1010228 10.10 3.67
PUMSB 2113 49046 3629404 74 0
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In Table 5 indicates that the result could not be calculated with the tested setup by
neither Oracle, nor Vertica. The reason being the insufficient RAM and the need to spill
the result on the hard drive, which in the case of the PUMSB dataset also proved to be
insufficient. This high memory requirement is a known issue with the Apriori algorithm
as noted by [10]. In addition, except for the Mushrooms and the Support 400 test for
T10I4D100K, all other F3 tests for Vertica failed and were stopped manually after
running for 12+ h. No errors were generated by the DBMS and all system resource
usage remained normal throughout the tests.

Table 2. Mushrooms number of sets

FIM Support
100

Support
200

Support
400

F1 90 83 73
C2 36045 3403 2628
F2 2657 1791 1333
C3 60629 32249 19800
F3 25323 17594 10645

Table 3. Retail market number of sets

FIM Support
100

Support
200

Support
400

F1 1838 803 273
C2 1688203 322003 37128
F2 2754 887 283
C3 1018889 113289 10628
F3 1452 408 117

Table 4. T10I4D100K number of sets

FIM Support
100

Support
200

Support
400

F1 797 741 629
C2 317206 274170 197506
F2 8734 3840 757
C3 155304 29892 1828
F3 7067 3248 375

Table 5. PUMSB number of sets

FIM Support
100

Support
200

Support
400

F1 768 567 405
C2 294528 160461 81810
F2 59997 40152 26583
C3 7743015 3774176 1875416
F3 n/a n/a n/a

Fig. 1. Frequent itemsets 1 - generation time
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The results of the tests are available in the charts below. In them, we have not
included the time for the generation of the candidate frequent itemsets as it was neg-
ligible compared to the one for the generation of the actual frequent itemsets.

Both DBMSs are obviously handling the task of generating the frequent itemsets of
size 1 quite well with response times of up to 1 s. Vertica is performing slightly better
with the benefits getting more pronounced as the datasets get larger, reaching more than
5-fold performance gain compared to Oracle. This is not surprising taking into account
previous research [11] and the fact that generating frequent itemsets of size 1 involves
simple aggregate queries without any joins (Fig. 1).

The same tendency holds true for the frequent itemsets of size 2, although the
performance gain is less pronounced – Vertica is about 2 times faster here. This is a bit
surprising as the queries in this case involve both an insert and a join. Based on the
actual results, however, one has to conclude that the computations take precedence over
these operations and this is the reason for the better performance of Vertica. It should
be noted that both DBMSs are performing the generation of the frequent itemsets of
size 2 much more slowly than that of the frequent itemsets of size 1, reaching 41 min
compared to 1 s. This can be attributed to the more complicated queries, involving
joins of quite large tables (Fig. 2).

The results of the generation of the frequent itemsets of size 3 are in fact the most
interesting ones showing several different factors, which impact the performance of the
DBMSs. First, they demonstrate that to handle such seemingly small datasets – in the
range of several megabytes, much larger memory resources are necessary. This is of
course well documented in database research [6] and is due to the usage of multiple
joins in the queries. It is also the reason why both Oracle and Vertica could not
compute the frequent itemsets of size 3 at all for the PUMSB dataset. Furthermore, it

Fig. 2. Frequent itemsets 2 - generation time
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can be seen that although the retail market data has a little less number of rows than the
T10I4D100K dataset, the fact that it has approximately 20 times more different items
degrades the performance of Oracle significantly – with 400 or 20 ^ 2 times. This is
most likely due to the use of the item_id in the join condition of two joins in the query
to build the frequent itemsets of size 3 as well as the significantly larger size of the
candidates’ itemsets for the retail market dataset as compared to the T10I4D100K
dataset. At last, Vertica shows significant performance degradation with most of the
tests for the larger datasets not being able to finish within 12 h. This can be attributed to
the growing number of joins used in the queries, which are Vertica’s Achilles’ heel.

A summary of the results can be seen on Fig. 4. For it each query was assigned a cost
in the principle similar to the one used in the query optimizer [6], i.e. the product of the

Fig. 3. Frequent itemsets 3 - generation time

Fig. 4. Summary of the results – generation time versus join cost
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tuples in the relations in the join, divided by the product of the number of unique values
in each attribute that appears at least twice in the join condition. This graph confirms our
previous findings that when both DBMSs produce results they are very close with
Vertica slightly outperforming Oracle. It also shows that when the cost estimate of the
query is high both DBMS fail to perform the necessary queries. There are, however,
some inconsistencies, which suggest that such cost measure may not be enough to
validate the findings, as the results for some higher cost queries are much better than
those for some lower cost queries – the peaks in the line of Oracle. These peaks are for
the retail market data. Thus we can conclude that the combination of higher number of
transactions and higher number of unique items has a direct effect on performance.
Unfortunately, such properties have a high likelihood to appear in real-life conditions.
This puts into question whether the tested DBMSs and the SQL implementation of
Apriori are a viable option for performing efficient calculations on such datasets.

5 Conclusions and Future Work

In this paper we presented the performance results of an SQL implementation of the
Apriori algorithm. The experiments with two Oracle and Vertica demonstrate the
behavior of this implementation over several datasets of different sizes and domains.

The results are promising. The applied algorithm performs well in real time when
smaller size frequent itemsets are computed regardless of the size of the dataset and the
DBMS, although Vertica has a slight advantage over Oracle. There is a significant
degradation in the performance of both DBMSs when higher volume itemsets are
generated. With the increase in the amount of data to be processed both Oracle and
Vertica begin to struggle and fail to complete some of the tests. Thus, there is no clear
recommendation on which of them is better – Vertica is usually faster when it can
handle the load, however, Oracle is more reliable and succeeded to fulfill more tests.

There are several directions for future work. First, the performance of the SQL
Apriori algorithm which we used could be compared to the ones implemented in some
popular DM tools, e.g. RapidMiner, WEKA, R, etc. [3]. Second, new types of DBMSs
could be tested e.g. array databases [16] which promise to offer fast performance for
data analytics. Finally, tuning the method based on the findings so far will increase its
suitability and value for association rules discovery.
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Abstract. Negative Survey is a promising technique for collecting sensitive
data. Using the negative survey, useful aggregate information could be esti-
mated, while protecting personal privacy. Previous work mainly focuses on
improving the general model of the negative survey without considering
background knowledge. However, in real-world applications, data analysts
usually have some background knowledge on the surveys. Therefore, in this
paper, for the first time, we study the usage of background knowledge in neg-
ative surveys, and propose a method for accurately reconstructing positive
surveys with background knowledge. Moreover, we propose a method for
evaluating the dependable level of the positive survey reconstructed with
background knowledge. Experimental results show that more reasonable and
accurate positive surveys could be obtained using our methods.

Keywords: Privacy protection � Sensitive data collection � Negative survey �
Background knowledge

1 Introduction

Nowadays, along with the rapid development of network techniques, an increasing
amount of information is flowing across the network. Meanwhile, more and more
sensitive data have been disclosed. Consequently, techniques for protecting data pri-
vacy have been widely studied in recent years. The negative representation of infor-
mation, which was inspired by the negative selection mechanism in Biological Immune
Systems, is an emerging technique for protecting data privacy [1, 2]. In order to collect
sensitive data while protecting personal privacy, Esponda [3, 4] proposed a strategy for
administering surveys based on the negative representation of information, and it is
called negative survey.

In traditional surveys, participants are asked to choose a category (or an answer)
that they belong to (this category is called positive category). Traditional surveys are
called positive surveys in this paper. In negative surveys, participants are asked to
choose a category that they do NOT belong to (this category is called negative cate-
gory). The number of categories in a negative survey should be larger than 2, and thus
only part of information related to the truth is provided by a participant. Therefore,
when the survey involves sensitive questions, the privacy of participants could be
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protected. Based on the negative survey, some aggregate information about the overall
distribution could be estimated, e.g. the expected population proportion of each cate-
gory in the corresponding positive survey.

So far, some work about the negative survey has been done. In 2006, Esponda [3]
proposed the uniform negative survey, in which the participants are requested to select
each negative category with an equal probability. He also proposed a method (called
NStoPS) for estimating the population distributions in positive surveys from the negative
surveys (called estimating or reconstructing positive surveys from negative surveys, for
simplicity). Afterwards, Xie et al. [5] proposed the Gaussian negative survey, in which
the probabilities that a participant selects negative categories follow the Gaussian dis-
tribution. They also used the Gaussian negative survey to collect aggregate spatial data
and answer range aggregate queries. In 2007, Horey and his colleagues [6] applied the
negative survey to anonymous data collection in sensor networks and showed that the
negative survey could be effectively used to classify traffic behaviors under reasonable
traffic scenarios. Groat and his colleagues [7, 8] proposed the multidimensional negative
surveys, which could produce aggregated models and knowledge for participatory
sensing applications. They showed that their algorithms can protect data privacy and be
employed in a computation efficient manner. In 2012, Horey et al. [9] applied the
negative survey to location privacy protection and proposed a negative quad tree. They
showed that their method is accurate and efficient enough for some real-world scenarios.
Then, Bao et al. [10] pointed out that previous methods for estimating positive surveys
from negative surveys could produce negative values which are unreasonable, and they
proposed two effective methods (called NStoPS-I and NStoPS-II) for estimating more
reasonable positive surveys. Recently, Bao et al. [11] proposed the first method for
calculating the dependable level of the negative survey, and this method enables data
analysts to evaluate the quality of the estimated results. Based on the negative survey,
Du et al. [12] proposed a model for privacy preserving data publication, which is called
negative data publication. In [13], an efficient method based on the Differential Evo-
lutionary (DE) was proposed for searching the optimal negative surveys.

Previous work mainly focuses on the models of the negative survey without con-
sidering background knowledge; however, data analysts usually have some prior
knowledge on the surveys in real-world applications. Therefore, in this paper, for the
first time, we study how to use the background knowledge in negative surveys. Overall,
our contributions are listed as follows.

(1) We propose a method (called NStoPS-BK) for reconstructing positive surveys
from negative surveys with background knowledge.

(2) We propose a method for estimating the dependable level of the reconstructed
positive survey with background knowledge.

(3) We carry out several experiments, and show that more reasonable and accurate
results could be obtained using our method.

2 Preliminaries

In this section, the general negative survey is introduced. In a positive survey, the
question is designed to directly ask participants which category they belong to [3, 4], e.g.

Reconstructing Positive Surveys from Negative Surveys 87



In the negative survey, the question is designed to ask participants which category
they do NOT belong to [3, 4], e.g.

Typically, in the negative survey, participants are asked to select one category (as
the negative category) with a certain probability. Assume there is only one question in
the negative survey for simplicity. The number of categories in the negative survey is c,
and the number of participants is n. The results obtained from the negative survey are
r = (r1, r2, …, rc), where ri denotes the number of participants who select category i as
his negative category [4]. Our goal is to estimate the results of the positive survey, i.e.
t = (t1, t2, …, tc). Assume the probability that a participant, who actually belongs to
category i, selects category j as the negative category is qij. Then, the expected relation
between r and t is r = tQ, where Q is [4, 10]:

Q ¼
0 q12 . . . q1c
q21 0 . . . q2c
. . . . . . . . . . . .
qc1 qc2 . . . 0

2
664

3
775;

Xc

j¼1
qij ¼ 1 ; qii ¼ 0; i ¼ 1. . .c:

If Q is nonsingular, the expectation of t is [4, 10]:

t̂ ¼ E½t� ¼ rQ�1: ð1Þ

Typically, if the uniform negative survey is employed, we have qij ¼ 1= c� 1ð Þ
when i 6¼ j, and

t̂i ¼ n� c� 1ð Þri: ð2Þ

The uniform negative survey is the most widely used model, and it does not need
extra devices for negative selection. Especially, because the negative category is
selected by the participant, the corresponding positive category is not disclosed at the
first beginning of data collection. Therefore, we mainly focus on the uniform negative
survey in this paper.

3 Motivations

In real-world surveys, data analysts usually have some background knowledge. For
example, we want to monitor the status of diseases in regions around a hospital, and
conduct negative surveys to obtain useful aggregate information while protecting
privacy of participants. Obviously, the usage of negative surveys could encourage
people to participate in this survey because they do not need to worry about disclosure
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of privacy. The negative surveys could contain a question like the one mentioned in
Sect. 2. It is proper to assume that we have some prior knowledge, e.g. we know the
number of people who actually got sick more than 10 times is larger than the value
obtained directly from the treatment data in the hospital. The positive surveys recon-
structed from negative surveys should be consistent with this background knowledge.

For another example, in a positive survey of user experience of a product, the
question is:

In the negative survey, the question is:

It is reasonable to assume that we have some background knowledge about this
negative survey. Typically, we know most of the regulars have good experience of this
product, and they would select A in positive surveys. Therefore, if the negative survey
is conducted instead of the positive survey, this background knowledge could be used
in reconstructing positive surveys.

The usage of background knowledge could enhance the accuracy of reconstructed
positive surveys and prevent producing unreasonable results. For example, assume 100
regulars have participated in the negative survey. If this background knowledge is not
used, the reconstructed number of participants who actually belong to A could be
considerably less than 100, and obviously this is unreasonable. If the background
knowledge is used, the reconstructed positive surveys will be at least consistent with this
background knowledge. Therefore, because data analysts usually have some back-
ground knowledge in many real-world applications, it is very important to study the
reconstruction of positive surveys from negative surveys with background knowledge.

4 Reconstructing Positive Surveys with Background
Knowledge

First, we formally model the background knowledge in negative surveys in Sub-
sect. 4.1. Then we investigate the reconstruction of positive surveys from negative
surveys with background knowledge in Subsect. 4.2.

4.1 Modeling Background Knowledge

In many situations, the background knowledge could be modeled as limits on the value
ranges of the positive survey results, and we have:

r ¼ tQ;
Xc

i¼1
ri ¼ n; ri � 0;

Xc

i¼1
ti ¼ n; li � ti � ui: ð3Þ
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In above model, li and ui are known positive integers in [0, n]. We have the
background knowledge that the number of participants that belong to category
i (1 � i � c) in the positive survey is not less than li and not larger than ui.

For the first example, according to the treatment data in a hospital, assume we have
known that at least 30 people got sick more than 10 times in last year. If these people
have participated in the negative survey, we have the background knowledge that
t5 � 30, i.e. l5 = 30. On the other hand, we know that most people averagely got sick
no more than 10 times per year. Therefore, t5 must be smaller than n/2, i.e. u5 = n/2. In
the second example mentioned in Sect. 3, the background knowledge is: 100 regulars
have participated in the negative survey. If every regular is assumed to rate option A as
positive category, this background knowledge can be formalized as 100 � t1 � n,
i.e. l1 = 100, u1 = n (labeled the option A, B, C, D as category 1, 2, 3, 4, respectively).

4.2 Reconstructing Positive Surveys

In this subsection, a method called NStoPS-BK is proposed for reconstructing positive
surveys from uniform negative surveys with background knowledge, and its pseudo
code is given as Algorithm 1.

In NStoPS-BK, (2) is used to estimate the positive survey from a uniform negative
survey first. Then, if the estimated positive survey results violate the background
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knowledge (i.e. they do not locate in the intervals in BK), they are adjusted to rea-
sonable values. If the result ti (1 � i � c) is less than the lower bound li, ti is adjusted
to li. If ti is more than the upper bound ui, ti is adjusted to ui. After ti is adjusted,
category i will be removed. Assume the number of participants is n before removing
category i. After category i is removed, the current number of participants that belong
to remaining categories is n2 ¼ n� t�i . However, the number of participants that belong
to remaining categories is actually expected to be n1 = n − li or n − ui. Therefore, after
the positive survey results of all categories are checked, if some categories are
removed, the results of remaining categories should be scaled by n1/n2. Above pro-
cedure will be conducted iteratively until no unreasonable results are produced (that is,
no categories will be removed). Note that NStoPS-BK is somewhat similar to
NStoPS-II [10], however, NStoPS-BK could handle more general violations to back-
ground knowledge (in fact, negative values in [10] can also be regarded as a part of
background knowledge).

5 Calculating Dependable Level Using Background
Knowledge

In this section, the dependable level of the positive survey that is reconstructed from a
uniform negative survey with background knowledge, is calculated using the Bayes’
theorem.

Usually, we need to assess the reconstructed result of one positive category inde-
pendently, and thus its dependable level needs to be calculated. For example, if we
want to know whether the reconstructed result of the number of participants who got
sick more than 10 times in last year is dependable, we need to calculate the dependable
level of the reconstructed result of category 5.

Given the results r of a uniform negative survey, the positive survey results can be
reconstructed. Assume the confidence interval of the reconstructed result of category
i is denoted as di ¼ ½̂ti � ei; t̂i þ ei�, where 2ei is the length of the confidence interval.
Typically, ei can be the precision that is set based on requirements. Therefore, the
dependable level for di can be calculated as follow.

1� a ¼
Xt̂i þ ei

ti¼t̂i�ei
P tijrið Þ; ð4Þ

where P(ti|ri) denotes the probability that the number of participants that belong to
category i in the positive survey is ti when the number of participants that select
category i in the corresponding negative survey is given as ri.

According to Bayes’ theorem, we have:

P tijrið Þ ¼ P rijtið ÞP tið ÞPn
t0i¼0 P rijt0ið ÞP t0ið Þ : ð5Þ

According to the background knowledge, we have:
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PðtiÞ ¼
1

ui�li þ 1 ; li � ti � ui
0; otherwise

�
; ð6Þ

where P(ti) denotes the prior probability that ti participants select category i in the
positive survey. Note that “P tið Þ ¼ 1=ðui � li þ 1Þ when li � ti � ui” is based on the
Bayes’ assumption because we have no extra prior knowledge about ti. Given ti, P(ri|ti)
denotes the posterior probability that ri participants select category i in the corre-
sponding negative survey. According to the uniform negative survey, we have:

P rijtið Þ ¼ n� ti
ri

� �
� 1

c� 1

� �ri

� c� 2
c� 1

� �n�ti�ri

: ð7Þ

By substituting (5), (6), (7) to (4), the dependable level for di is:

1� a ¼
Xt̂i þ ei

ti¼t̂i�ei

n� ti
ri

� �
� 1

c� 1

� �ri

� c� 2
c� 1

� �n�ti�ri

P tið Þ

Pui
t0i¼li

n� t
0
i

ri

� �
� 1

c� 1

� �ri

� c� 2
c� 1

� �n�t0i�ri

� 1
ui � li þ 1

:

It can be further simplified as follow.

1� a ¼
Xt̂i þ ei

ti¼t̂i�ei

n� ti
ri

� �
� c� 1

c� 2

� �ti

P tið Þ

Pui
t0i¼li

n� t
0
i

ri

� �
� c� 1

c� 2

� �t0i
� 1
ui � li þ 1

: ð8Þ

6 Experiments

In this section, first, we carry out several experiments on reconstructing positive sur-
veys from uniform negative surveys with background knowledge. Then, we carry out
several experiments on calculating the dependable level of the positive survey results
that are reconstructed by NStoPS-BK using background knowledge.

6.1 Experiments on Reconstructing Positive Surveys

In order to investigate the influence of background knowledge on reconstructed pos-
itive survey results, several experiments are carried out. The total number of partici-
pants is n = 500. The number of categories is c = 5. The background knowledge is
given in Table 1. First, similar to [6, 10], the original positive survey results t are
sampled with four different distributions (as shown in Table 1), i.e. uniform distribu-
tion, normal distribution, exponential distribution and log-normal distribution. The
parameter settings for these distributions are shown in Table 2. The original positive
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survey should also satisfy the background knowledge [l, u]. Based on t, we simulate the
uniform negative survey, and obtain its results r = (r1…rc) (as shown in Table 1).
Then, based on the NStoPS-BK, we obtain the reconstructed positive survey results
t̂ ¼ t̂1. . .̂tcð Þ using both r and the background knowledge. Finally, the results t̂ are
compared with the results reconstructed by NStoPS [3, 4, 10] and NStoPS-II [10],
which do not use the background knowledge.

Figure 1 shows the positive survey results reconstructed by NStoPS, NStoPS-II and
NStoPS-BK as well as the original positive surveys. Obviously, compared to NStoPS,
NStoPS-II can eliminate unreasonable negative values. However, some results produced
by NStoPS-II conflict with the background knowledge, e.g. t̂1 ¼ 120[ u1; t̂4 ¼ 44\l4
in Fig. 1(a). For all the four distributions, NStoPS-BK can produce more reasonable
results, which satisfy the background knowledge, than NStoPS and NStoPS-II.

On the other hand, with the same parameter settings (the positive survey results and
background knowledge are set according to Table 1), we carry out above experiments
1000 times independently, and calculate the average error of reconstructed positive
survey results. Assume the reconstructed positive survey results are t̂, the error is
calculated as follow [14]

error ¼ 1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXc

i¼1
t̂i � tið Þ2

q
: ð9Þ

The experimental results are shown in Table 3. Obviously, for all the four distri-
butions, the accuracy of reconstructed positive survey results could be improved by
using the background knowledge and the NStoPS-BK.

6.2 Experiments on Calculating the Dependable Level

In order to investigate the influence of the background knowledge on the dependable
level of the reconstructed positive survey results, several experiments on calculating the

Table 1. Background knowledge and results of original positive surveys and negative surveys

Distribution Background knowledge Positive survey Negative survey

Uniform ([0,100], [0,500], [0,500], [100,500], [0,500]) (99, 89, 103, 109, 100) (95, 96, 108, 114, 87)
Normal ([0,20], [0,500], [250,500], [0,500], [0,10]) (10, 102, 290, 96, 2) (143, 106, 55, 98, 98)
Log-normal ([0,10], [200,500], [200,500], [0,50], [0,10]) (5, 269, 205, 19, 2) (122, 50, 96, 103, 129)
Exponential ([250,500], [0,200], [0,100], [0,20], [0,10]) (317, 130, 38, 10, 5) (53, 100, 114, 133, 100)

Table 2. Distribution parameter settings

Distribution Parameters

Uniform U(1, 5)
Normal N(3, 2/3)
Log-normal Log-N(0.9, 0.2)
Exponential E(1.0)
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dependable level of the results that are reconstructed by NStoPS-BK are carried out in
this subsection.

Assume the positive survey result of category i (reconstructed by NStoPS-BK) is t̂i.
If t

0
i ¼ n� ðc� 1Þri violates the background knowledge, NStoPS-BK will produce

t̂i ¼ lowi or upi, and the confidence interval is assumed to be di ¼ ½lowi; lowi þ 2ei� or
½upi � 2ei; upi� (because NStoPS-BK will not produce a t̂i that is less than lowi or larger
than upi); otherwise, the confidence interval is assumed to be di ¼ ½̂ti � ei; t̂i þ ei� (as
that in Sect. 5). We will calculate the confidence level for di in the experiments.
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Fig. 1. The positive survey results reconstructed by NStoPS [3, 4, 10], NStoPS-II [10] and
NStoPS-BK (Color figure online)

Table 3. Average error of positive survey results reconstructed by different methods

Distribution Uniform Normal Log-normal Exponential

NStoPS 0.145536 0.142783 0.144949 0.145078
NStoPS-II 0.144717 0.114871 0.097850 0.107853
NStoPS-BK 0.126373 0.094054 0.061160 0.090846
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We use Bias_Length to denote the level that t
0
i violates the background knowledge

[li, ui], i.e.

Bias Length ¼
lowi � t

0
i; t

0
i\lowi

0; lowi � t
0
i � upi

t
0
i � upi t

0
i [ upi

8<
: : ð10Þ

That is to say, when Bias_Length is larger, the estimated t
0
i by (2) is more conflicted

with the known background knowledge. We will demonstrate the curves of the
dependable level for di when Bias_Length varies.

First, ri is set as 20, 40, 60, 80 and 100, respectively. The number of categories is
c = 5 and the number of participants is n = 500. Next, we vary lowi from t

0
i þ 1 to

n� lbk (i.e. the Bias_Length from lowi varies from 1 to n� lbk � t
0
i), and set

upi = lowi + lbk where lbk is set as 40. Finally, we compute the dependable level for di
according to (8) where ei = n/100.

As shown in Fig. 2(a) (only results with Bias_Length � 300 are presented), the
dependable level for di increases (until to the maximum value) with the Bias_Length
from lowi. It indicates that when the expected positive survey result t

0
i is more conflicted

with the background knowledge, the usage of background knowledge will be more
important, and the NStoPS-BK will be more effective.

On the other hand, we also calculate the dependable level for diwith the Bias_Length
from upi varying from 1 to t

0
i � lbk, i.e., upi varies from lbk to t

0
i � 1 (lowi ¼ upi � lbk),

where lbk is set as 40. Figure 2(b) demonstrates that the dependable level for di increases
with the Bias_Length from upi (only results with Bias_Length � 300 are presented).
Moreover, the dependable level for di increases more quickly when ri is smaller.

Furthermore, we investigate the influence of lbk, c, ei and n on the dependable level
for di. In these experiments, the default parameter settings are n = 500, c = 5, lbk = 40,
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Fig. 2. The influence of the Bias_Length and ri on the dependable level for di (Color figure
online)
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ei = n/100, ri = n/c and Bias_Length from lowi is n/50. Figure 3(a) shows the
dependable level for di with lbk varying from 0 to 200. The dependable level for di
keeps 1 when lbk 2 [0, 10], because the dependable interval length (2ei = 10) is not
smaller than lbk. Then the dependable level for di quickly decreases with lbk in [10, 60]
and seems to be relatively stable after lbk > 80. Figure 3(b) shows that the dependable
level for di decreases with the number of categories c. Figure 3(c) demonstrates that the
dependable level for di increases with ei until to 1.0. It is also shown in Fig. 3(d) that
the dependable level for di increases with n, where lbk is set as n/20 in this experiment.

7 Discussion

In some applications, the quality of the whole positive survey results also needs to be
evaluated, and thus the dependable level of the whole positive survey results recon-
structed from a negative survey with background knowledge needs to be calculated.
According to the negative survey, different categories are not independent from each
other when calculating the dependable level, so it needs to be further investigated.

Noted that, in [11], the dependable level of the whole positive survey results for the
uniform negative survey without background knowledge has been studied. Based on
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[11], when using background knowledge, the dependable level of the whole positive
survey results can be calculated as follow.

1� a ¼
Xt̂þ e

t¼t̂�e;t2S P tjrð Þ; ð11Þ

where P(t|r) denotes the probability that the distribution of participants in the positive
survey is t when the distribution of participants in the corresponding negative survey is
given as r. S ¼ tj8i ¼ 1. . .c; li � ti � ui;

Pc
i¼1 ti ¼ n

� �
, and e ¼ fe1. . .ecg. The P(t|

r) can be calculated by:

P tjrð Þ ¼ P rjtð ÞP tð ÞP
t̂2S P rĵt� 	

P t̂
� 	 ; ð12Þ

where P(t) denotes the prior probability that the distribution of participants in the
positive survey is t, and we assume:

PðtÞ ¼
1
jSj ; t 2 S
0; otherwise

�
: ð13Þ

The P(r|t) denotes the probability that the distribution of participants in the negative
survey is r when the distribution of participants in the corresponding positive survey is
given as t. The P(r|t) can be calculated by the method in [11] (in its Subsect. 3.1).
Finally, we obtain that:

1� a ¼
Xt̂þ e

t¼t̂�e;t2S

P
8k2S1 \ S3

Qc
i¼1

ti!Qc

j¼1
kij!
P tð Þ

P
t̂2S

P
8k2S2 \ S3

Qc
i¼1

t̂i!Qc

j¼1
kij!
P t̂
� 	; ð14Þ

where k ¼ kijj8i; j 2 1; c½ �� �
, and:

S1 ¼ kj8i; j 2 1; c½ �; 0� kij � ti; kii ¼ 0;
Xc

j¼1
kij ¼ ti

n o
;

S2 ¼ kj8i; j 2 1; c½ �; 0� kij � t̂i; kii ¼ 0;
Xc

j¼1
kij ¼ t̂i

n o
;

S3 ¼ kj8i; j 2 1; c½ �; 0� kij � rj; kii ¼ 0;
Xc

i¼1
kij ¼ rj

n o
:

8 Conclusions and Future Work

As data analysts usually have some background knowledge in real-world applications,
we study how to use background knowledge in accurately reconstructing positive
surveys from negative surveys. First, we propose a method (called NStoPS-BK) for
reconstructing positive surveys from the uniform negative surveys with background
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knowledge. Then, based on the background knowledge, we propose a method for
calculating the dependable level of the reconstructed result of a category. The exper-
imental results show that the usage of background knowledge could prevent producing
unreasonable results and improve the accuracy of the reconstructed positive survey
results. Moreover, we also discuss the dependable level of the whole positive survey
results reconstructed from a uniform negative survey with background knowledge.

In future work, we will try to improve the efficiency of calculating the dependable
level of the whole reconstructed positive survey results. Besides the uniform negative
survey, using background knowledge in some other types of negative surveys will be
studied as well.
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Abstract. The objective of the paper was to develop a specialised knowledge
base using data mining methods, as the basis for and expert, decision making
support system, created for the needs of development of action against negative
spatial phenomena, which occur within the biggest office district of the capital of
Poland. After collecting representative answers to a questionnaire from
responders, who are professionally involved with this area, the authors “en-
riched the data” with commonly accessible spatial information and analysed the
resulting dataset using artificial, regression and classification neural networks,
CART decision trees and created fuzzy inference systems. Inference rules,
developed with the use of the knowledge base and a limited amount of acces-
sible information allow to specify highly probable types of social problems
important for particular employees of this district. Using data mining techniques,
the authors transformed collected data into information and knowledge, diag-
nosing main infrastructural and spatial problems in “Varsovian Mordor”. Gen-
eralisation of inference rules, developed as a result of knowledge acquisition
allowed the authors to propose unique, social gamification techniques, precisely
dedicated for particular groups of inhabitants and employees of “the Mordor”.

Keywords: Spatial data mining � Gamification � Geoinformation society �
Artificial neural networks (ANN) � CART � Fuzzy inference systems (FIS) �
Knowledge discovery � Smart city

1 Introduction

As Manuel Castels pointed out in “The Information Age” [1], “the paradox of the great
civilization change consists in the fact that we have practically unlimited access to
information and data and yet we are nearly unable to use it in any way”. Thus,
knowledge acquisition based on available information (including spatial information) is
essential in the era when economic value is not generated in factories any more, but is
produced by mass media and IT and telecommunication networks instead. Industrial-
ism has given way to informationism, and the industrial society has been replaced by
network society.
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The process of social digitalisation is based not only on the creation of a physical
broadband network infrastructure, but also on unlimited access to data (also spatial
data), and first of all, on education related to the ability to convert source information
into useful knowledge. The so-called DIKW Pyramid (data-to-information-to-
knowledge-to-wisdom transformation), proposed in the 1970’s, may constitute a use-
ful analogy for the development of geoinformation infrastructure.

In his work “A whole new mind” [2], Daniel H. Pink noticed that we are living in a
period of civilizational transition, moving from the Information Age to the Conceptual
Age. In the period dominated by agrarian culture (Agricultural Age), development
resulted from innovations in agriculture, while in the Industrial Age it required the
improvement of tools and machinery, and in the Information Age – gathering of data.
Currently, what is indispensable is the ability to process the available information, and
to use the obtained knowledge [3].

One of the most interesting social phenomena that have emerged as a result of the
development of geoinformational technologies is crowdsourcing. The essence of
“working in the hive” is the division of complex tasks into elementary factors and
entrusting a large (usually unidentified) group of voluntaries with the performance of
the task. Therefore, crowdsourcing is a way of solving problems and generating
information by means of connecting people around a common idea.

Social activity connected with crowdsourcing may be used in many ways. The
application of modern geoinformation technologies may be used not only for the
effective gathering of source data about existing objects (such as the Open Street Map
created spontaneously by millions of users), but also to obtain spatial knowledge about
phenomena and processes – both physical and social ones. Transforming “raw” data
into useful information is particularly important for the development of modern urban
agglomerations that aspire to be “smart cities”. The key factor for this process is the
development of appropriate geoinformational technologies enabling social participa-
tion. However, this requires not only the use of sophisticated high-tech tools, but also
persuading local communities to use them widely. In the opinion of the authors of this
study, the impulse that triggers social energy and releases the creative potential of
inhabitants is gamification. The use of this approach will permit not only collecting
enormous sets of data, but also processing them and developing models of optimal use
and development of space.

According to Homa Bahrani in “Super-flexibility: Toolkit for Dynamic Adaptation”
[4], the changes occuring in the modern post-industrial world are stimulated by five
transformational trends: innovation, digitization, collaboration, globalization, and
ability to act – execution. Therefore, it is crucial not only to notice the tendencies
shaping the world’s information society and striving to actively participate in the
transformation process defined at a global scale, but also to be able to consistently
implement the adopted objectives. One of the concepts constituting a perfect example
of both digitisation and innovation, and in particular collaboration, is the application of
the idea and tools related to gamification for the activation of local community. The
process of social (geo)participation initiated this way may be used both for the purposes
of creating a vision of smart city, and (in a longer perspective) for the development of
(geo)information society.
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1.1 Geoinformation Society

Over the last decade, the supply of spatial data has grown by two orders of magnitude.
Users are “flooded” with data of various quality, originating from various sources.
However, “raw” data do not directly create new added value. As Clive Humby points
out, “Data is the new oil. Models are the new gold”. Just like oil requires refining to
produce gasoline, plastic, or gum, data collected in a database require processing to
obtain useful information, and, in turn, to transform it into knowledge about the sur-
rounding space.

The globalisation process re-defines the way in which we perceive both
social-cultural and economic relations. It also contributes to the evolution of infor-
mation society based on technological knowledge and common access to information.
The objective set by the information society is to provide every member of the society
with the possibility to create, obtain, use, and share information and knowledge [5]. In
modern post-industrial states, this objective is achieved by means of applying infor-
mation and communication technologies (ICT). The technological expansion that
stimulates the development of information society also indirectly fosters the develop-
ment of civic society, which contributes to the democratisation of the decision-making
processes [3]. The feedback loop between the development of democracy (civic
society) and the technological revolution (information society) is particularly notice-
able in the area of geoinformation. According to the EU Directorate General for
Information Society, more than 50 % of the economic value of public information in
the EU is generated by geoinformation. On the other hand, according to the estimations
of the US Federal Geographical Data Committee, approximately 80 % of public data
contain a spatial component. This means that we are witnessing the process of emer-
gence of geoinformation society, which “widely uses information obtained by means of
generally available services of the geoinformation infrastructure” (Geomatic Lexicon of
Polish Association for Spatial Information (PASI)).

Thus, one may notice an interesting parallel between the development of tech-
nology and the emergence of (geo)information society and the formation of the open
society (as defined in 1945 by Karl Popper) that is able to discuss all important facts
from the political and economic life, and to adopt various points of view as well as to
adapt new ideas, both external ones and those generated by the society itself. The
development and popularisation of the Internet, mobile devices and, geoinformation
technologies, including spatial data, make it easier than ever before. Moreover, this
refers to all citizens, not just selected social groups. The inevitable situation where we,
as users of the Internet and mobile devices, are becoming (whether consciously or not)
suppliers of spatially localised information, forces us to ask about the possibilities to
use the growing popularity of the crowdsourcing and VGI (Volunteered Geographic
Information) ideas [6]. In the opinion of the authors, the activity of inhabitants of
developing smart cities may be used in the social participation process for the purposes
of co-creation of spatial development plans by the local community.
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2 Test Area

Służewiec is a part of the Warsaw district of Mokotów, located on the left bank of the
Vistula River, in the south-west part of Warsaw. Pursuant to the governmental decision
of 1951, an industrial centre with an area of approximately 260 hectares was created
here. It was characterised by low-rise buildings. Approximately 60 industrial invest-
ments and a housing complex for 26,000 inhabitants were designed. Production plants
dealing with electronic equipment (Unitra Unima), semiconductors (Tewa), capacitors
(Elwa), Radio Ceramic Production Plants, and Lift Production Plants (Zremb) started
their operations in the area.

After 1989, the system transformation took place in the Polish economy. Signifi-
cant changes in the system of the Polish economy involved the transformation from the
planned economic system (rejection of the centrally planned state) to the market
economy (adoption of the strategy aiming at creation of liberal free-market economy).
As a result of the restructuring of the economy and intensive technological, property,
and organisational changes, the process of liquidation of large industrial plants was
initiated in the majority of industrial sectors. Instead, high office buildings offering an
increasing number of workplaces were constructed. The previously existing housing
districts became neglected.

In Western Europe, office districts were developed also outside direct centres of
cities (e.g. Canary Wharf in London, La Défense in Paris). Their development was
based on a specifically designed district layout - the transport network was designed
first. Only then developers were allowed to start their investments. The development of
Służewiec in Warsaw, however, was highly dynamic, and the local infrastructure still
cannot keep up with the development of office buildings. After the fall of the industrial
sector, the area of Służewiec Przemysłowy was highly attractive for developers due to
the presence of all utilities and relatively low prices. Investors, however, did not pay
much attention to the infrastructure when purchasing land parcels. They did not invest
in restaurants, coffee shops, or places of cultural activities. As early as in 2002, a big
shopping mall was constructed. It quickly began to function as a parking place for
employees of the surrounding companies. Moreover, in Poland, the lack of involve-
ment of local communities in the creation of their own surroundings is observed [7].
This problem particularly results from low social awareness of spatial planning issues,
poor information policies related to participation or disclosing planning documents to
the public, the form and course of social consultations, or the form of planning studies,
which are often unclear for the inhabitants.

All of the above changes led to the development of a group of skyscrapers on
previously industrial land. The area was recognised as unfriendly for people, “a ghetto
for employees”, and called “the Mordor of Warsaw”, as a reference to the place of
accumulation of evil forces in books by J.R.R. Tolkien. This part of the city was
transformed from a neglected area in the suburbs into a business area of Warsaw. The
number of office buildings located close to the Domaniewska Street equals to the total
number of office buildings in Poznań, Kraków, and Łódź. Approximately 1.2 million
sq. m. of modern office space was created within the last fifteen years. This equals to
approximately 27 % of the total office space in Warsaw. It is the largest concentration
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of foreign corporations in the capital of Poland. According to various estimations,
approximately 80–100 thousand employees commute every day to the area, while only
4 thousand inhabitants live there. In terms of public transportation, the area is one of
the worst planned areas in the city. As a result, it features a high concentration of
difficult transportation issues of Warsaw. Not enough space at tramway stops is pro-
vided in rush hours. It takes around one hour to travel several hundred metres along the
main street. Not enough parking space is available. The number of parking places in
office buildings is not sufficient, and they are usually occupied by members of higher
managerial personnel. Also the new section of the SKM (the fast city train), constructed
for Euro 2012, does not meet the requirements. Trains are overcrowded, they are often
recalled, and the station - PKP Służewiec – is hardly accessible. The underground is
located close to the Domaniewska Street. No transfer points or bus connections exist,
however, between the underground and the Służewiec area. Służewiec is located
between the city bypass and express roads. The main roads lead to the city centre,
however, and provide no connections between city districts.

Traffic jams and overcrowded means of public transport make living in the office
area close to the Domaniewska Street unbearable. Although new office buildings are
still being constructed in the area (particularly due to rental fees lower than in the
Warsaw centre), some companies are already moving to other places in Warsaw, such
as the Wola district, providing better transportation solutions, including connections
with the 2nd underground line. The characteristic feature of the office district is that it
becomes completely empty after 7 p.m. on Fridays.

2.1 The Questionnaire on the “Warsaw Mordor”

In order to identify the main issues, and to collect opinions of arriving individuals
concerning possible improvements in spatial planning, a short questionnaire addressed
to employees of the “Mordor area” (as it is commonly called) was developed. The
questionnaire was made accessible by social media (Facebook), and it was directly
distributed in e-mails as a link to the Google form.

The questionnaire was constructed in such a way that data of responders are col-
lected first (gender, age, place of residence, education level, current profession, period
of residence in Warsaw); followed by their opinions concerning the current status of
land management and existing issues. The questions concerned the level of importance
of possibilities of commuting by car and by public transport, the insufficient number of
restaurant facilities and pubs, the insufficient number of shops and places of cultural
activities, public utilities, and green areas. The questionnaire also concerned potential
interest in purchasing or renting an apartment close to the analysed office area. Answers
were formulated according to the 10-level scale (an unimportant issue - a highly
important issue). An open question concerned other issues noticed within the analysed
area. Specification of addresses of companies employing the responders allowed to
spatially locate the answers, and to draw additional conclusions concerning the anal-
ysed area.

The questionnaire was available for a period of three days; 122 individual answers
from 69 men (57 %) and 53 women (43 %) were obtained. The majority of responders
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were young persons, at the beginning of their professional careers, at the age between
24 and 31. Almost 93 % of them are highly educated individuals. The majority of them
are connected with the IT sector (broadly defined). Every fourth respondent (31 indi-
viduals) lives close to the place of work (the district of Mokotów), 12 % of responders
travel to work from outside Warsaw. 40 individuals were born in Warsaw, 56 are
people from outside the city, and the remaining individuals (about 10 %) refused to
answer this question.

The “raw” data collected in the questionnaire were “enriched” by assigning
appropriate spatial location and classification of acquired answers. Official topographic
data (the state register of borders), made accessible by the Geodetic and Cartographic
Documentation Centre, was used to georeference particular data records. Spatial
information was also used to complement the resulting database with:

– the average travel time of a responder to the “Mordor” area by public transport, and
the distance between the place of residence and the place of work. Each ques-
tionnaire contained information concerning the place of residence (part of Warsaw
or a place outside Warsaw). The use of a navigation application (Jak.Dojade)
permitted the determination of the estimated time of travel from a specified location
to the centre of Służewiec Przemysłowy during rush hours. Google Maps services
permitted the determination of the approximate road distance from the place of
residence to “Mordor”,

– the accessibility of public transport (in particular the underground and the fast city
train). Distances between bus and tram stations, as well as the fast city train and the
underground stations were determined using the database of topographic objects
and spatial locations of places of residence of particular responders. Due to high
difficulties in operations of city buses in the Służewiec area, the accessibility to the
train transport was distinguished as a separate information category,

– proximity to green areas. For all of the address points located within the “Mordor”
area, distances to the closest parks were determined. Information concerning sur-
rounding areas, divided into lawns, concrete/asphalt, hardened grounds, were
assigned to particular objects using the database of topographic objects.

Data from the questionnaire were also classified according to different criteria; for
example, based on information on the place of birth, respondents were assigned to one
of the following categories: born in Warsaw, strangers and individuals who did not
decide to disclose this information. The importance of particular issues was also
determined as a result of the analysis of histograms of distribution of responders’
answers. Due to transportation difficulties, dominant in open questions, the issues of
Służewiec were dichotomically reclassified, and the categories “transport” (almost
64 % of answers) and “other” were distinguished.

2.2 Analysis of Data Using Spatial Data Mining Tools

As stated in the introduction, acquisition of the questionnaire data, connection with
spatial locations, and initial enrichment with topographic information is the first stage
of the knowledge acquisition. The process of transforming the “raw” data to useful
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information can be implemented in many ways. The authors decided to apply the
broadly defined computational intelligence (CI) methods and exploration spatial data
mining). According to Poole, Mackworth and Goebel [8], computational intelligence is
“the study of behaviour of intelligent agents”, and concluding is equivalent to symbolic
manipulations (computations). The group of algorithms of computational intelligence
consists of, among others, fuzzy inference systems (FIS), artificial neural networks
[9–11], rough sets, and decision trees.

Applying the theory of rough sets to reduce the problem of dimensionality, the
authors selected key predicators (explaining variables) for several issues of regression
and classification nature, and developed and trained neural networks modelling such
processes:

1. The regression ANN network for explanation of the dependant variable “signifi-
cance of travel by car”. In the scope of the research works, several dozens of neural
networks of MLS, RBF, and GRNN types were tested with different numbers of
hidden layers and neurones in the input layer, which corresponds to a different
number of considered factors. Division into “teaching” and “validating” sets (in the
proportion 70 % to 30 %) was applied in the process of teaching, testing the
effectiveness of several diversified ANN teaching algorithms. Eventually, the MLP
type network was selected as the neural network allowing for the correct expla-
nation of the respondents’ answers. It considered 9 independent variables: educa-
tion, being a native-born/stranger Varsovian, number of years spent in Warsaw,
time of possible travel by public transport (in minutes), distance between the place
of work and the transport station, and the distance to the underground station.

2. The regression ANN network for the explanation of the dependant variable “sig-
nificance of travel by public transport”. Similarly to the case of the above network,
several dozens of networks with different architecture and levels of complexity were
analysed. In the scope of the performed works, the key role was played by searching
for a minimum subset of decision attributes (predicators) which would allow for
explaining the process with sufficient accuracy, at the appropriate level of gener-
alisation. The selected network considers the following features as independent
variables: gender, age, education, being a native-born/stranger Varsovian, number
of years spent in Warsaw, and distance from the underground and the train.

3. The regression ANN network for the explanation of the dependant variable “sig-
nificance of lack of green areas”. After the implementation of works similar to the
above described operations, and after testing several dozens of ANN networks, it
was determined that the following predicators are of key importance for the
explanation of the respondents’ opinions: education, access by car, access by public
transport, time of access by public transport, distance from public transport.

4. The classification network for the explanation of the dichotomic division of dis-
tinguished social issues in “Mordor”: transportation and others. The research works
performed for a set of several dozens of networks with diversified architecture
proved that the use of the following variables is recommended for satisfactory
explanation of the classification: gender, age, being a native-born/stranger Varso-
vian, number of years spent in Warsaw, significance of access by car, significance
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of access by public transport, time of access by public transport (in minutes),
distance from the place of residence (in km).

The performed research works proved that the MLP type network (Fig. 1) of four
initial variables: gender, being a native-born/stranger Varsovian, number of years spent
in Warsaw, and time of access by public transport, permits obtaining the classification
correctness coefficient equal to 0.79. The RBF type network (Fig. 2 - left) of five initial
variables: gender, being a native-born/stranger Varsovian, number of years spent in
Warsaw, time of access by public transport, and distance from the place of residence,
permits obtaining the classification correctness coefficient equal to 0.81, and the RBF
type network (Fig. 2 - right) of only three initial variables: gender, number of years
spent in Warsaw, and time of access by public transport – 0.76. This means that by
using several easy to obtain parameters it is possible to correctly forecast the signifi-
cance of problems related to transport for approximately 80 % of individuals.

The analysis of many types of neural networks permitted developing a prototype
expert classification system bale to identify – with the high probability – important
social or transport issues experienced by employees in the “Mordor” area, based on

Fig. 1. The MLP type network of four initial variables: gender, being a native-born/stranger
Varsovian, the number of years spent in Warsaw and the time of access by the public transport.

Fig. 2. On the left: The RBF type network of five initial variables: gender, being a
native-born/stranger Varsovian, the number of years spent in Warsaw, the time of access by
the public transport and the distance from the place of living. On the right: The RBF type
network of three initial variables: gender, the number of years spent in Warsaw and the time of
access by the public transport
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several easily accessible decision variables characterising such individuals. The use of
the ANN, trained in this way for classification of thousands of employees of the
Warsaw office district, will allow for the development of a series of proposals con-
cerning solutions to key issues of the Służewiec area, and for dedicating an appropriate
scheme for a precisely defined social group. The disadvantage of this solution is the
“black box” nature of the ANN developed by the authors – it allows for obtaining
correct solutions (reliable classification of multi-feature objects), but it does not explain
the significance of the influence of particular factors on the decision making process.
Aiming at the development of a prototype expert system allowing for the generation of
the knowledge base, and explaining relations between variables, the authors analysed
the same classification problem using another approach, employing the CART type
decision tree. This allowed for the acquisition of decision rules in an open form.

Classification trees are applied for the determination of the membership of cases or
objects in classes of the quality variable explained based on measurements of one or
more explaining variables. The priority of the analysis based on classification trees is to
forecast or to explain answers (reaction) which are hidden in the qualitative dependant
variable. The basic advantages of the CART method include:

• use of any combination of continuous and range variables;
• co-operation with data sets of the complex structure;
• insensibility to the presence of untypical observations;
• use of the same variables in different parts of the tree, allowing for the detection of

the context of relations [12].

The obtained results (Fig. 3) prove that transport is the main problem for indi-
viduals whose distance to a stop exceeds 250 m (leaf No. 3 of the tree), or those who
have stayed in Warsaw shorter than 4.5 years (leaf No. 10). Other problems are
considered as key problems by individuals who have lived in Warsaw shorter than

Fig. 3. Classification and Regression Tree for four explanatory variables (Color figure online).
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six months (leaf No. 4), or who spend less than 54 min in public transport, and
individuals who have lived in Warsaw shorter than 25 years (leaf No. 14). The analysis
of answers presented by native-born Varsovians (leaf No. 32) and strangers (leaf
No. 33) is also interesting. Although all of them spend much time in public transport,
transport problems are NOT the key issues for native-born Varsovians. Strangers
consider such problems as key problems. Extraction of the “rules” defined this way is
of fundamental importance for the development of proposals of solutions to defined
problems, dedicated for a particular group of the society.

Interesting results were also obtained for the analysis of questionnaire data using a
relatively simple methodology of spatial statistics (determination of correlations in the
so-called circular moving window with a radius of 250 m). This permitted visualising
interesting relations (Fig. 4). For individuals declaring the possibility to travel by car as
an important issue, proximity to green areas is less important (Fig. 4) than for indi-
viduals travelling by public transport (Fig. 4). In the case of both of the groups, the
influence of locations of their offices in the neighbourhood of city parks is observed
(parks are marked as green in Fig. 4).

The analytical diagram defined this way, using spatial statistics, is the starting point
for the development the knowledge base utilising fuzzy logics, and including if-then

Fig. 4. The determination of correlations in the circular moving window, of the radius of 250 m.
(Color figure online)

112 R. Olszewski and A. Turek



decision rules. The following problem can be used as an example: if a person
USUALLY travels to work by public transport and works QUITE FAR from the closest
park, the lack of green areas is an IMPORTANT problem for such a person. The use of
appropriately selected linguistic variables and membership functions allows for correct
parametrisation of terms such as: quite far, usually etc. Similarly to a set of rules based
on the CART analysis, the obtained results are the basis for the development of
solutions to the problems of problems, precisely selected for a particular group of
society members.

3 Conclusion - Gamification as a Tool for Solving Social
Problems of the “Mordor”

The performed analyses, observed trends, the developed knowledge base, and extracted
rules allowed for the identification of key social issues of Służewiec Przemysłowy, and
for the selection of the optimum methods of solutions. Because from the perspective of
correct operations of this part of Warsaw, the key issue is related to transport, the
authors proposed applying gamification techniques to solve this problem.

Results obtained for the data mining approach allowed for proposing two various
gamification techniques for particular groups of users of the space (considering features
such as age, education, or current profession). The authors assume that a gamification
scheme, adopted to specified demands, can support the solution of transport problems
of this part of Warsaw. However, it will not substitute infrastructural investments which
should be implemented by the city. Gamification stresses the role of humans in a given
process. The gamification idea also assumes to be successful only if its participants
declare their voluntary participation in the programme. A system of scores for meeting
specified goals highly motivates employees and encourages them to change their
behaviour and habits. For example, in order to solve the problems of traffic jams in
Służewiec Przemysłowy, employers may assign additional points to employees who
decide to travel to work on bicycles. Employees who use bicycles can expect special
bonuses every time they travel by bicycle. A mobile application specifically designed
for different users (considering their age, distances of travel) helps rank kilometres and
numbers of travels. Employees compete, and winners are rewarded. Another approach
also utilising the gamification technique (and dedicated for older individuals travelling
farther), promotes commuting with the use of HOV (high-occupancy vehicles). Those
travelling by car every day can get special bonuses for collecting passengers – from the
same as well as from other companies located in Służewiec. The system of scores,
similar to “loyalty programmes” used by fuel concerns, would allow for rewarding the
most pro-social individuals. “Team classification” and dynamically changing ranking
of companies whose employees use the HOV formula may also be important.
Developing a mobile application allowing for the implementation of such gamification,
and promoting deeper social relations, would allow for collecting additional informa-
tion concerning issues and preferences of individuals involved in the “Mordor” area.
This would contribute to the optimisation of the proposed solutions.

New generation geoinformation portals and gamification tools will allow us not
only to collect data and transform them into useful information. They will also enable
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us to acquire spatial knowledge, and to use it to get to know the surrounding space, and
to transform it in a rational way. Remembering the words by Einstein: “Imagination is
more important than knowledge. For knowledge is limited to all we now know and
understand, while imagination embraces the entire world, and all there ever will be to
know and understand”, we may believe that imagination is the only limit for the
geoinformation society in the era of creating smart cities.

In the opinion of the authors of this study, gamification can be the impulse trig-
gering social energy and releasing the creative potential of inhabitants. Gamification
means the “application of game mechanics, aesthetics and thinking in game categories
in order to increase human involvement, motivate people to act, promote learning and
practice problem-solving”. The use of this approach will permit not only collecting
enormous sets of data, but also processing them and developing models of optimal use
and development of space. The performed analysis are based on several attributes,
which are relatively easy to obtain. Confirmation of the study can be based on the
analysis of the responses of thousands of users.
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Abstract. In this paper, we combine moving-object database and social
network systems and present a novel data model called Geo-Social-
M oving (GSM ) that enables the unified management of trajectories,
underlying geographical space and social relationships for massive mov-
ing objects. A bulk of data types and corresponding operators are also
proposed to facilitate geo-social queries on moving objects.

Keywords: Moving objects · Social relationships · Data model · Geo-
social

1 Introduction

There is currently a wide diffusion of mobile devices equipped with positioning
technologies including Global Positioning System (GPS ), cellular triangulation,
and WiFi, to name a few. Therefore, online location-based services (LBSs) and
location-based social networks (LBSNs), such as Facebook, Twitter, Foursquare,
Gowalla, and Brightkite, have increased the generation of geo-social data [10,13].
Compared with traditional movement data with spatial-temporal characteristics,
such as GPS points <time, longitude, latitude>, these datasets involve more
dimensions. For example, in LBSs and LBSNs, users are associated with geo-
locations through check-ins made by mobile devices and have many online social
relationships such as friendships and fellowships [11]. Geo-social data are use-
ful for next-generation LBSs and online recommender services, and belong to a
new data source for human mobility research. e.g., the analysis of the effect of
geographic distance on a social structure [15] and investigation of the connection
between social ties and correlated activity [3,19].

With the availability of such data, more and more real-world applications
require ad-hoc data management technologies for the data, leading to a rise in
new study challenges and opportunities in the data management community [3].
For instance, when we visit a shopping mall, a mobile device might highlight
those friends who had checked in there, or tell us the nearest restaurants that
have been visited by our friends.
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Over the past few years, there has been much research on spatial-temporal
database modeling issues in the fields of geographical information systems (GISs)
and moving-object databases (MODs) [7]. These works have focused on different
needs, such as data modelling, indexing, and querying. However, current MOD
approaches do not provide appropriate solutions for the manipulation of geo-
social data.

Recently, the fact that many applications rely on trajectories with additional
information, such as human activities (e.g., shopping, having lunch, and relax-
ing), events, behaviours or transport modes, has shifted the research focus from
raw trajectories to semantic trajectories. Although relationships can be mod-
elled as one kind of semantic information, the research results obtained for the
semantic model are not well adapted to it. That is because many studies, such
as those on CONSTAnt [2], symbolic trajectories, annotations [12] and ontol-
ogy, model semantic information as labels that link to specific points, segments
or whole trajectories. In particular, these semantics are represented as dynamic
attributes that denote attributes as functions of time.

Graph database systems such as Flockdb, Giraph, and Neo4J are undoubtedly
suitable for representing social relationships. However, they cannot be directly
applied to store trajectories because of the lack of an abstraction level and upper
logical data model [1]. In respect to the above mentioned research, there is a
paucity of literature regarding an integrated approach to modelling and querying
geo-social data. Although Pelekis and co-workers presented a novel graph-based
model that uses a dynamic graph to represent semantic mobility timelines [13],
related issues of modelling social relationships have not been addressed.

In this paper, we extend the MOD to support social relationships and present
a composite graph-based data model, called Geo-Social-M oving (GSM ),
to integrate spatial, temporal and relational dimensions when representing
geo-social data at abstract and logical levels. A bulk of data types and
operators including interception, extension, projection and multi-dimensional
projection are then provided.

The remainder of the paper is organised as follows. Section 2 summarizes
related research work. Section 3 introduces the novel geo-social data model and
elaborates on the basic concepts. Section 4 defines the user-defined datatypes
and corresponding operators. Finally, Sect. 5 concludes the paper and suggests
future work.

2 Related Work

Early related studies on data models for moving objects focused on the rep-
resentation of raw trajectories that consist of a temporal sequence of the posi-
tions of moving objects [13,16]. For example, the moving objects spatio-temporal
(MOST ) data model allowed the management of the current position of moving
objects, and the prediction of future movement based on an important concept of
the dynamic attribute that values change over time according to a given function
of time [17,20]. Discrete data models mapped trajectories into discrete and sim-
ple segments [5,6]. A discrete spatialtemporal-trajectory-based moving object
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database (DSTTMOD) that models trajectories as a function curve in three-
dimensional space was developed. It represents trajectories as a set of points,
trajectory segments or a function f(x) of time. However, semantic information
of trajectories such as stay points, objects’ behaviour, contextual annotations
or social relationships mentioned in our study was neglected [12]. Those data
models for raw trajectories did not embrace different underlying environments
such as free space [12], networks [7,14], and indoor [8].

Recently, many additional information from the application context is con-
sidered in the modelling process. For example, the trajectories of a person can
be interpreted as the sequences of points of interest such as a library, shopping
mall, office building or museum. Hence, the research trends shift from raw tra-
jectories to semantic trajectories [2]. A semantic trajectory can be defined as a
trajectory enhanced with annotations such as activity, instant speed, transport
mode and one or several complementary segmentations [12,18]. Among them,
social relationships between moving objects are one of the important types of
semantic information and need to be considered by the data management com-
munity, especially with respect to the trends of prevalent online social networks
or location-based social networks [11]. This has provided the research motivation
for this paper.

3 Modelling Geo-Social Data

3.1 Geographical Graph

Consider that objects often move around common POIs in free space, the pro-
posed geographical graph adopts the Voronoi diagram as the underlying frame-
work for subdivision. A Voronoi diagram is an effective decomposition of a space
according to the position of set points [9]. For each POI, there is a Voronoi region
containing all points closer to this POI than to any other. The formal definition
of a Voronoi region is

V (pi) = {q|∀q ∈ P, d(q, pi) ≤ d(q, pj), i �= j, pi, pj ∈ P, j = 1, 2, . . . , n}. (1)

where V (pi) is a Voronoi region, P is a set of POIs, n is the number of location
records, q is an arbitrary point in space, and d(q, pj) is a distance function.

A geographical graph can be regarded as a collection of nodes and edges based
on the space subdivision using a Voronoi diagram. Nodes denote a set of Voronoi
regions. Edges connect two Voronoi regions. The presented data model employs
an OGC (Open Geospatial Consortium)-compliant nine-intersection model that
presents a comprehensive definition of topological relationships between spatial
objects in two-dimensional space. Spatial relationships include disjoint, touching,
overlapping, covering and containing relationships [4].

3.2 Social Graph

Modelling social relationships between moving objects with graphs is taken for
granted, where nodes correspond to a set of moving objects and edges correspond



118 H. Zhang et al.

to a set of social relationships. The attributes of nodes could be static; e.g., a
name or type. The attributes of edges could be property fields representing a
feature of social relationships in physical or cyber space.

3.3 Movement Graph

Movement graphs are designed to model the trajectories of moving objects. In
our model, an objects trajectory is split into trajectory segments using a Voronoi
diagram as described by a geographical graph. Each segment is represented as a
single graph node. The complete trajectory is modelled as a set of nodes. A set
of edges is then generated to associate these nodes sequentially.

4 Data Types and Operators

4.1 Data Types

With the concepts defined in Sect. 3, this section gives a formal definition of
graphs involved in the GSM model and provides data types Ggeo, Gsocial, and
Gmove to represent geographical space, social relationships and movement tra-
jectories, respectively.

Definition 1 (geographical graph structure). A geographical graph structure
Ggeo is defined as a pair of nodes (Voronoi regions) and edges (spatial relations
between Voronoi regions):

Ggeo = (Gvertexs, Gedges). (2)

Here, Gvertexs is a subset of Voronoi regions V R that corresponds to the
geographical space:

Gvertexs = (vr1, vr2, . . . , vrn), vri ∈ V R. (3)

vr = (rid, geom, area, poi). (4)

where rid is the identification of a Voronoi region, geom is the geometry of the
Voronoi region, area is the whole area of the Voronoi region, and poi denotes
the POIs contained in the Voronoi region.

Gedges is a set of spatial relationships between Voronoi regions. In this paper,
topological relationships are used to define as

Gedges = (disjoint,meet, equal, inside, converedby, contains, covers, overlap).
(5)

Any position in this Voronoi region vr can then be defined as gpos:

gpos = (rid, lat, lon). (6)

where rid is the identification of a Voronoi region and lat and lon are the latitude
and longitude of the position.
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Definition 2 (social graph structure). A social graph structure is used to model
the social relations between moving objects:

Gsocial = (Svertexs, Sedges). (7)

Here, Svertexs denotes moving objects and Sedges denotes the social relations
between two moving objects:

Svertexs = (mo1,mo2, . . . ,mon). (8)

mo = (mid, name, param). (9)

where mid and name are the identification and name of a moving object. param
refers to other attributes of the object;

Sedges = (rel1, rel2, . . . , relm), reli ∈ (relationphysical, relationcyber). (10)

There are two kinds of social relations relationphysical and relationcyber

between objects, including colleagues, kindredrelationships or friendships
for relationphysical, and followership, interest group or fan relationships for
relationcyber.

Definition 3 (movement graph structure). A movement graph structure is
defined to represent the trajectories of moving objects:

Gmove = (Mvertexs,Medges). (11)

Here, Mvertexs is a set of trajectory segments tseg (sometimes called the
sub-trajectory) of an object in Voronoi region vr:

Mvertexs = (tseg1, tseg2, . . . , tsegn). (12)

tseg = ((mo, vr), (ti, gipos, vi)
m
i=1). (13)

where t denotes the time of location points and m denotes the count of location
points;

Medges = (next, prev, linkmo, linkgeo). (14)

There are four different relations in Medges. Among them, next and prev are
used to represent the ordinal relations between trajectory segments. linkmo and
linkgeo are used to point to the moving objects and geographical regions related
to a defined trajectory segment.

A moving objects trajectory can be modelled as a set of trajectory segments:

trajectory = (mo, (tsegp, tsegp+1, . . . , tsegq)). (15)

4.2 Operators

Definition 4 select(G,C). The select operator receives the query condition
and the specific graph layer of the GSM model, and returns all graph nodes or
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edges that meet the condition. Depending on the hierarchical graph layers, it is
written as select(Ggeo, C), select(Gsocial, C), or select(Gmove, C) for queries on
a geographical graph, social graph, and movement graph respectively, where C
is the query condition.

For example, to find graph nodes with the name David over a social graph,
the query expression is written as

select(Gsocial, name = ′David′). (16)

To find nodes with areas larger than 10, 000 m2 over a geographical graph,
the query is written as

select(Ggeo, area > 10000m2). (17)

Over movement graphs, aggregate operations can be executed. For example,
sumdist sums the distance of trajectory segments and sumtime sums a moving
objects activity time in a specific Voronoi region. A query that finds all trajectory
segments of a moving object longer than 10 Km is written as

select(Gmove, sum dist > 10 km). (18)

The select operator can also be applied on graph edges. For instance, the
query of all pairs of moving objects that have working relationships over a social
graph can be written as

select(Gsocial, e rel = working). (19)

Definition 5 expand(N, d). The expand operator belongs to graph traversal
operators, where N ⊆ (Gvertexs, Svertexs,Mvertexs). It receives a bulk of nodes
and distance parameters, and returns a set of adjacent nodes that satisfy the
traversal number d.

Definition 6 cross(Gf , Gt, t). The cross operator projects the graph Gf to
another graph layer Gt at time t, where Gf , Gt ⊆ (Ggeo, Gsocial, Gtraj). For
example, cross(Gsocial, Ggeo, t) can project a social graph layer to a geographical
layer, so as to find all the moving objects that move around the special space
regions at time t or in the time period t. cross(Gsocial, Gmove, t) can project a
social graph layer to a movement graph layer. cross(Ggeo, Gmove, t) can find all
trajectories of a moving object in a certain geographical region.

Supposing that we want to find Davids trajectories or locations in a specific
time interval, the query can be expressed as

cross(select(Gsocial, name = ′David′), Ggeo, stime, etime). (20)

cross(select(Gsocial, name = ′David′), Gmove, stime, etime). (21)

Definition 7 multicrossGt
(Gf1, Gf2, T ). The operator multicross can project

both the graphs Gf1 and Gf2 to graph Gt at time T . When Gt ⊆ Gmove

and Gf1 ⊆ Gsocial, Gf2 ⊆ Ggeo, multicrossGmove
(Gsocial, Ggeo, T ) can find
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objects movements that simultaneously meet the conditions Gsocial and Ggeo.
That is, given a set of moving objects and a set of geographical regions, this
operator returns all these objects trajectories to these specified regions. Sim-
ilarly, multicrossGsocial

(Ggeo, Gmove, T ) can find all moving objects with tra-
jectories passing through the given set of geographical regions during time T .
multicrossGgeo

(Gsocial, Gmove, time) can find the set of geographical regions
where the given set of moving objects has gone through.

For example, supposing that we want to retrieve Davids trajectories in the
geographical region vr1 during time t, the query can be written as

multicrossGmove
(select(Gsocial, name = ′David′), select(Ggeo, rid = ′vr1′, t).

(22)

5 Conclusion

This paper presented a composite-graph-based data model for the integrated rep-
resentation of trajectories, social relationships and geographical space for moving
objects in free space, to tackle management challenges related to the explosive
growth of geo-social data. A bulk of user-defined data types and corresponding
operators were proposed to facilitate geo-social queries on the moving objects.
The proposed GSM model is a step forward in the data modelling of mov-
ing objects in that it considers social relationships and large-scale geographical
spaces, even indoor spaces.

Further work will involve the development of a corresponding index struc-
ture and various query algorithms, and the distributed implementation of a
data model using a large-scale graph commutating processing framework such
as Pregel or Bulk Synchronous Parallel.
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Abstract. The Taiwan Strait is the gateway used by ships of almost every kind
on passage to and from nearly all the important ports in Northeast Asia. To
minimize the possibility of collisions between crossing and through traffic,
Precaution Areas (PAs) were laid out to remind mariners where the crossing and
encountering situations may occur in the strait. Recent advances in telemetry
technology help to collect ships movement data more efficiently and accurately.
These advances would be useful for delineating Principal Fairways (PFs) in the
crowded strait-corridor. Based on ship trajectory observations of transit-passage
and cross-strait transits, cumulative activity patterns are characterized in the
form of probability density. Bringing the layer of popular direct cross-strait
lanes to the iso-surface of PFs, all conflict areas were extracted as PAs of the
Ships Routing System Plan in Taiwan Strait. For direct cross-strait transporta-
tions, by linking the centers of PAs in the strait with the official pass points
outside the western Taiwan harbors, this paper recommends the applicable direct
cross-strait routes to reduce the risk of conflicts in the strait.

Keywords: Geostream data mining � Ships’ routeing � Taiwan strait

1 Introduction

This paper is concerned with optimizing Precautionary Areas (PAs) serving for Ships’
Routeing (hereafter cited as Routeing) exemplified by the intense traffic in the Taiwan
Strait; and it would be as well first to be clear about what we mean by the relevant
terms. Here Routeing involves vessels being channeled by more or less mandatory
means into traffic lanes so as to reduce risks of casualties [1]. Since the first modern
Traffic Separation Scheme (TSS) was adopted by International Maritime Organiza-
tion (IMO) in 1967, most of the basic concepts of routeing (i.e. traffic separation at sea)
have been proved and greatly extended [2, 3]; and IMO has released a specific
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guidance (hereafter cited as the IMO Guidance) on the methodology of routeing and
the various criteria currently used in planning routeing systems in 2003 [4], given in
accordance with IMO Resolution A.572(14) titled General Provisions on Ships’
Routeing in 1985 [5]. The provisions is aimed at standardizing the design, develop-
ment, charted presentation and use of routeing measures adopted by IMO; and they
state that a routeing system includes PAs, TSSs, traffic lane, deep-water routes, rec-
ommended tracks, two-way routes, areas to be avoided, inshore traffic zones, round-
about and such; a PA is a an area within defined limits where ships must navigate with
particular caution [4]; a Traffic Lane is an area within defined limits where one–way
traffic is established; and a TSS is to ease the congestion and lessen the likelihood of
end-on encounters by separating opposing streams of traffic, and somehow spacing out
the meeting points or areas between the Traffic Lanes. TSSs are pre-eminent in various
routeing measures because they alone have been subject to regulation under and
encouraged by international conventions [1].

In the existing literature related to traffic at sea, there are various excellent reviews
on detailed history of routeing [2] or traffic regulation [1]. Especially the IMO Guidance
has proposed a credible philosophy to make the discipline inherent in routeing
acceptable to seamen [4]. Because Routeing is intended to alleviate particular haz-
ardous circumstances on concerned area. A basic need therefore exists for realistic data
on traffic flow, in the light of where are precautionary labelling of hazardous to be
chosen as PA. Since 2006, most of ocean-going ships have been required to carry an
Automatic Identification System (AIS), which broadcasts a vessel’s position, identity
and voyage information at variable refresh rates. Such advances in ship tracking and
telemetry technology help to collect the movement tracks more efficiently and accu-
rately. The ship tracks have increased tremendously, and these advances have been
accompanied by new methods for routeing planning [6]. In recent years, any coastal
states built terrestrial AIS networks to monitor vessel traffic [7]. Because open oceans
cannot be covered using only shore-based AIS stations, satellite-based AIS receivers
were developed to pick up messages in the open ocean [8]. AIS data have become a
valuable decision support element in maritime traffic management. This allows ship
traffic patterns to be recognized by learning strategies without any priori information [7].

This paper presents a distinct solution that have been developed by the authors over
the last 3 years. Some aspects to this work have been previously published [6, 9],
whereas the rest is novel and is presented here for the first time. What makes this
collection unique is that the different solutions are based on the same AIS data feed
provided by the MOT of China Mainland. The broad scope of the problems assessed
should give the reader a sense of the value and benefit of applying visualization
techniques and analytical algorithms using ships’ tracking data. As a direct result of this
approach, marine domain experts are able to use their knowledge during analysis,
leading to deeper understanding of the data, higher trust in the obtained results. We
therefore hope to demo the benefits of geo-visualization for design and development of
routeing system.
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2 Concerned Area

The Taiwan Strait is bounded by Taiwan, mainland China, the South China Sea and the
East China Sea on its east, west, south and north, respectively (Fig. 1). About 350 km
in length, 180 km in average width and 60 m in average depth, the strait connects two
largest marginal seas in the western Pacific [10]. Traffic through the Taiwan Strait
carries all the cargoes essential to everyday life in the Far East Region of the world,
including many of a hazardous or pollution nature. The Taiwan Strait is not the most
congested stretch of narrow water in the world but it is the gateway used by ships of
almost every kind on passage to and from nearly all the important ports in Northeast
Asia [9]. This scene is complicated, in season, by large numbers of fishing vessels
attracted by the rich fishing grounds in the Strait [11, 12]. Although direct links via
waterway transport between two sides of the Taiwan Strait were once suspended from
1949 [13], the cross-strait Direct Shipping Links (DSLs) has been established since the
Cross-strait Sea Transport (CST) agreement was signed in 2008 [13]. With the opening
of 63 ports in mainland China and 11 ports in Taiwan, The Strait is crossed by large
numbers of carriers whose presence adds s to the complexity of the situation con-
fronting through traffic [13]. It brings some accident-prone segments of the strait and in
such a case some Precautionary Areas (PAs) can be instituted so as to emphasize the
need for particular caution in navigation.

In order to alleviate particular hazards in conflict-prone segments of the strait, the
maritime administrations (i.e. Ministry of Transportation, hereafter cited as the MOT)

Fig. 1. The initiative routeing measures serving for main through streams of traffic in the
Taiwan Strait issued by the mainland China and their formal counterparts serving for crossing
traffic issued by Taiwan (Color figure online)
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from two sides of the Strait are responsible to create routing systems (including PAs) to
separate vessels, control crossing and meeting situations. On one hand, since 2008 the
MOT of Taiwan has released routeing measures of DSLs in the government gazettes
[14], which has required all vessel carriers applying for DST should navigate via the
promulgated points (see Point A–E in Fig. 1) for entering and exiting the prearranged
docking ports (i.e. Keelung, Taipei, Taichung, Anping, Mailiao, Kaohsiung Harbor
etc.) [15]. As shown in Fig. 1, there are sufficient routing measures to keep CST in
good order at Eastern Taiwan Strait. On the other hand, since 2011 the MOT of China
Mainland (hereafter cited as the mainland) has issued comprehensive plans of national
ships’ routeing system [16] and put forward initiative routeing measures for transit
passages through the strait-highway [17, 18]. The conceptual design of five TSSs (see
No. 1-5 TSSs in Fig. 1) and corresponding Precautionary Areas (see No. 1-5 PAs in
Fig. 1) were developed in the initiative strait-highway. Unfortunately, for China coast
seaway system network, the strait-highway is still the only one whose ships’ routeing
system in has not been enforced.

The problem of introducing any system of routeing in the Strait is how to achieve
effective control at an international level with drawing up hard and fast rules or
imposing restrictions that might well, in view the impossibility of policing vast ocean
areas, prove nugatory [5]. To solve this problem, cross-strait cooperation should be
enhanced for providing safe passage for ships cross and through the Strait without
unduly restricting their legitimate rights and practices. Thus two sides of the strait
should consider various factors, including the existing traffic pattern, aids to navigation,
hydrographic surveys and nautical charts of the strait [4]. For the case in Taiwan Strait,
all vessel carriers applying for DST are also required to carry an AIS in the government
gazettes [19]. The shore-based AIS Stations network established along the coast of the
mainland and Taiwan [6, 20]. However, both the initiative routeing measures for the
strait were subjectively selected based on ordinary practices of semen and are not
quantitatively repeatable. Thus we formulate a numerical method for optimizing
arrangement of PAs based on historical shore-based AIS data.

3 Quantitative Approach

As discussed above, PAs are generally established in converging areas where freedom
of movement of shipping inhibited by restricted sea-room. The patterns of traffic flow
within PAs might be quantitative analyzed by delineating Principall Fairways
(PFs) derived from cumulative streamlines of clustered routes. Such advances in the
spatial correlation analysis of involves PFs help to gain more precise knowledge about
concerned PAs. In the light of where are the boundary and utilisation distribution of
PFs, the authors have developed a cross-disciplinary application of ecological methods
found in habitat use of wild animal [6, 9]. A PF perceived in the authors is a concept
that attempts to provide basic information about cumulative activity patterns for vessels
group in a strait and serve as the basis of quantifying space-use patterns. PFs bound-
aries could be intersected with bathymetric-cover maps in a GIS to identify which
corridors are used by seagoing merchant vessels over the course of their tracking
period.
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The authors made used of the same AIS dataset covering western Taiwan Strait
provided by MOT of Mainland, who owns a terrestrial AIS network. The navigation
traffic data collected by MOT of Mainland were used to illustrate the PFs extraction as
described in the previous publication of the authors [6]. There were 35,500 route
objects of main through traffic generated from 7,528 vessels over a period of 12 months
(Oct 2011–Sep 2012) using the ship route extraction method [7]; and the same dataset
witnessed 7,126 route objects of cross-strait linking major ports of Fujian and Taiwan.

Following the proposed quantitative space-use approach of delineating PFs [7], the
authors has gained deep understandings about the sea-room utilization distribution of
main through and cross traffic in the Taiwan Strait (see Fig. 2). When coupled with
existing routeing system plan, PFs boundaries might be useful to identify gaps between
existing plan of TSSs and cumulative activity patterns for ships group derived from real
AIS tracks. As shown on Fig. 2, existing plan of routeing system issued by MOT of
China Mainland involves inshore recommended tracks, PAs and TSSs in the western
strait. Some gaps might play a role in giving valuable guidelines and advise of further
refined routeing in the Strait.

4 Optimization Schemes

4.1 Calibrating PAs

As shown in Fig. 3, there are two step to west to refine the centres of PAs: To begin
with the common turning point in Taiwan Strait can be identify by the axis lines of PFs;
Finally, combine the space use of cross traffic with the axis lines of PFs. The centre of
PAs on the axis lines of PFs would be obtained. The following is the update version of
No. 2 and No. 3 Precautionary Area (PA):

Fig. 2. PFs in the Taiwan Strait: (a) main through traffic and (b) the cross traffic
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i. No. 2 Precautionary Area: On the northern side of Dongyi Island, the No. 2 Pre-
cautionary Area is bounded by a circle with a radius of 9 nautical miles, centred at
25°56′14″ N, 120°23′19″ E.

ii. No. 3 Precautionary Area (Adjacent to Niushan Island):On the eastern side of
Niushan Island, the No. 2 Precautionary Area is bounded by a circle with a radius
of 9 nautical miles, centred at 25°23′12″ N, 120°0′9″ E.

4.2 Adjusting the TSSs

For the current NCSRP, the No. 2 PA is intersected to the north by the No. 2 TSS
adjacent to Dongyi Island. The No. 3 PA is intersected to the south by the No. 3 TSS
adjacent to Niushan Island. Thus, the adjustments of the No. 2 and No. 3 PAs affect the
corresponding TSS. The improved TSS should reflect that the common turning point
for open sea shipping is close to Wuqiu Light. Our solution is to add a turn segment in
the No. 4 TSS adjacent to Wuqiu Island. By adjusting the No. 3 PA, the location of the
corresponding TSS (No. 3) is shifted to the north. The improved open sea TSS is
shown in the right side of Fig. 4.

5 Evaluating and Discussion

A tendency reflected in the case of TSSs to bases treat provisions or approval of
individual schemes on inadequate analysis or on analysis based on an unrepresentative
model to react to crises rather than to plan in advance, and to fail to coordinate different
regulations.

Fig. 3. The extracted PFs of main through traffic coupled with Current ships’ routeing system
plan issued by MOT of China Mainland in western strait
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5.1 Evaluating the Optimized Routeing System Planning

Because the plan and layout of PA is an important issue in the routing system planning
in the Taiwan Strait, PA assessment is selected as a quantification demo to perceive the
advantages given by the optimized routing system. A basic nautical hypothesis is that
there should be multi-strand traffic flows from different direction converging in PA to a
certain degree. Cumulative frequencies of ship-ship crossing encounter within PA is a
straightforward indicator to evaluate the rationality of routeing system planning.
However, have found significant uncertainty in the definition of vessel encounter. In
light of this, we select the distribution of the distance from each route object to the
centre of PA as assessment indicator. For briefly discussing, all the PAs noted in this
paper is bounded by a circle with a radius of 9 nautical miles (NM).

The following is performance comparison between the PAs in existing routeing
system and those in optimized routeing system. Two class of routes objects’ distance
distribution to involved PAs are visualized in the form of histogram with fitted kernel
density curve (the bandwidth is 0.3 nautical miles for the case of Taiwan Strait).

5.2 No. 2 Precautionary Area (PA)

i. Routes objects of cross traffic

As shown in the left column of Fig. 5, compared with No. 2 PA in the existing
routeing system planning depicted in the top row, No. 2 PA in the optimized routeing
system planning embraces more cross-strait routes and witness a significant increase of
35 %, morewhile the mean distance from involved cross-strait routes to No. 2 PA in the
optimized routeing system is reduced by 5 %. Thus from the perspective of cross-strait
traffic flow, there is a distinct advantages of No. 2 PA in the optimized routeing system
planning.

Fig. 4. Original and optimal design of precautionary area in western Taiwan Straitl
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ii. Transit-passage routes objects

As shown in the right column of Fig. 5, compared with No. 2 PA in the existing
routeing system planning depicted in the top row, No. 2 PA in the optimized routeing
system planning embraces less transit-passage routes(a decrease of 11 %), however the
mean distance from involved transit-passage to No. 2 PA in the optimized routeing
system witness a significant reduction of 29 %. The curve in the bottom row likes a
monotone decreasing function under the condition of 2 km < distance < 10 km. It
indicates that the optimized PA is well fit the PFs of transit-passage. Thus from the
perspective of Transit-passage traffic flow, there is credible advantages of No. 2 PA in
the optimized routeing system planning.

5.3 No. 3 Precautionary Area (PA)

i. Cross-strait routes objects

As shown in the left column of Fig. 6, compared with No. 3 PA in the existing
routeing system planning depicted in the top row, No. 3 PA in the optimized routeing
system planning embraces more cross-strait routes and witness a increase of 12 %,
morewhile there is a significant reduction (decrease 22 %) for the mean distance from
involved cross-strait routes to No. 3 PA in the optimized routeing system. The curve in
the bottom row is similar as a monotone decreasing function under the condition of
distance > 3 km. It indicates that the optimized PA is well fit the PFs of Cross-strait
routes. Thus from the perspective of cross-strait traffic flow, there is a distinct
advantages of No. 3 PA in the optimized routeing system planning.

Fig. 5. Comparison of distance distribution of routes objects which passage No. 2 PA (nearby
is Dongyin Island): The top row shows the case of No. 2 PA in the existing and the bottom row
shows the case of optimized routeing system planning; Left column shows the performance of
cross-strait traffic flow and Right column shows the performance of transit-passage.
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ii. Transit-passage routes objects

As shown in the right column of Fig. 6, compared with No. 3 PA in the existing
routeing system planning depicted in the top row, No. 3 PA in the optimized routeing
system planning embraces more transit-passage routes and witness a significant
increase of 36 %, morewhile there is a significant reduction for the mean distance from
involved transit-passage to No.3 PA in the optimized routeing system witness a sig-
nificant reduction of 22 %. There is a distinct advantages of No. 3 PA in the optimized
routeing system planning. It is worth noting that the curve in the bottom row shows a
double peaking pattern, especially the steeper peek happens under the condition of
distance = 14 km. The reason lies in the waterway on the west side of Niushan Light is
a typical neckbottle with crowded traffic in the Strait.

As discussed by the above, compared with the existing routing system planning, the
layouts of No. 2 and No. 3 PAs adopted by the optimized routing system are more
suitable for the PFs extracted by real traffic observation data. Eventual this optimized
routing system planning will help captains to forecast where is the potential converging
place, so as to avoid ship-ship collision.

6 Conclusions

Understanding and quantifying groups of ship (human) behaviours in marine envi-
ronments is a challenging task. Our studies on PAs arrangement is intended to alleviate
particular hazardous circumstances on concerned area. The novelty of our method is
that it reflects the spatial correlation of through and cross traffic, and provides a
repeatable, quantitative approach that enables statistical testing of the effects of
routeing measures of PAs. To demonstrate the applicability of the proposed method,
we constructed test cases in the study area, in which the outcomes were obtained using

Cross-strait routes objects Transit-passage routes objects

No. 3 PA in existing 
routeing system planning

No.3 PA in the optimized  
routeing system planning

No. 3 PA in existing 
routeing system planning

No.3 PA in the optimized  
routeing system planning

Fig. 6. Comparison of distance distribution of routes objects which passage No. 3 PA (nearby
is Niushan Island): The top row shows the case of No. 2 PA in the existing and the bottom row
shows the case of optimized routeing system planning; Left column shows the performance of
cross-strait traffic flow and Right column shows the performance of transit-passage.
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a GIS spatiotemporal analysis. We reviewed existing data from the Taiwan Strait and
offer descriptive statistics and visualisations of an optimised routing system for the
China MSA. We hope that the mainland and Taiwan would reach a consensus on
providing safe passage for ships cross and through the Strait, resulting in the imple-
mentation of routeing on the strait at some future time.
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Abstract. Financial forecasting is a widely applied area, making use of sta-
tistical prediction using ARMA, ARIMA, ARCH and GARCH models on stock
prices. Such data have unpredictable trends and non-stationary property which
makes even the best long term predictions grossly inaccurate. The problem is
countered by keeping the prediction shorter. These methods are based on time
series models like auto regressions and moving averages, which require com-
putationally costly recurring parameter estimations. When the data size becomes
considerable, we need Big Data tools and techniques, which do not work well
with time series computations. In this paper we discuss such a finance domain
problem on the Indian National Stock Exchange (NSE) data for a period of one
year. Our main objective is to device a light weight prediction for the bulk of
companies with fair accuracy, useful enough for algorithmic trading. We present
a minimal discussion on these classical models followed by our Spark RDD
based implementation of the proposed fast forecast model and some results we
have obtained.

Keywords: Big data � Spark � Scala � Streaming � RDD � NSE � ARMA �
ARIMA � ARCH � GARCH � Financial forecasting � Econometrics

1 Introduction

Financial data consists of tick by tick stock prices for all enlisted company trades in the
stock market. Even though very interesting models have been proposed by eminent
econometrists and machine learners [1, 2], in reality especially in the Indian market
scenario, very few dynamic advances has happened in forecast prediction models and
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volatility analysis. The classical ARMA based models are still in use and do effective
forecasting for majority of the highly traded stocks. Among the most appealing of the
recent contributions in this front are the works on deep neural nets for forecast pre-
diction [3], the variational mode decomposition on carbon prices and subsequent
forecasting using Spike Neural Nets [4] and the convex optimization techniques for
time series models [5]. While we believe these methods will eventually catch up and
replace traditional Time Series approaches, we have refrained from using such cutting
edge models for the sheer sake of simplicity of computations and parameter estima-
tions. Our focus rather is on how we can handle this massive data at the finest reso-
lution possible. This will be the work that entails in this paper.

The National Stock Exchange of India (NSE) is one among the two stock markets
in India, where our data is sourced from. The data is available as a series of nested
archives packed over monthly sub directories and daily transactions in ‘pipe’ separated
flat files. Individual transactions contain an id; running sequential index giving the
order of the transaction. This value is followed by the stock name, share category,
timestamp in ‘hh:mm:ss’ format string, the price as a decimal floating point value and
then the volume: number of stocks bought in that particular trade. The trades are tick by
tick which means we have at least 30–40 transaction per second and sometimes even
more. Since the data has no day stamp, it was exceedingly difficult to manage it in bulk
of transaction strings alone. It was necessary to try different assortments, so that we can
get usable comparable data at the same time without losing information as to which day
it happened. The day stamp is important if we are to use some well-known effects such
as ‘the day of the week’ effect [6] in our analysis.

There are about 150 million transactions recorded on average per month starting
from 1st July 2014 till 30th June 2015, which has 244 working days, grossing around
1.8 billion transactions for the entire period. The exploded size of the whole data is
over 87 GiBs.

1.1 Data Processing and Transformations

To forecast and analyse such massive data, it was necessary to reorganise the data. Data
cleaning and augmenting process we have done include the following:

1. Stock-wise splitting.
2. Day tagging.
3. Second-wise amalgamation.
4. Minute-wise amalgamation.
5. Nifty tagging over Second-wise amalgamated data.

The stock-wise splitting posed a special challenge and was the most
time-consuming of all. The process iterates over each day for 244 days and tries to filter
individual stock transactions out for all 1721 companies know to have traded. The
response is expected to be quite slow as this need to be done over 2 nested for-loops
one iterating on day files and the other over companies, as nested RDDs or RDD
operations are not supported, which means this cannot be done entirely parallel. The
process recorded two to three hours per file which took a little over 26 days to
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complete. The segregation helped us to do more localised analysis which we shall not
discuss here and will be tabled for another publication.

The day wise tagging, as mentioned before was a very crucial step to do volatility
analysis and certain causal relations of interest. This process again iterates day wise,
tagging every transaction with the day stamp extracted from the current file name. We
initially ran the process on Hadoop cluster and found it to be too slow. So it was
migrated to the Spark environment which completed the process in less than 2 h and
40 min. The resultant data expanded to 98 GiBs; a mere 12 GiBs increase in size but
can speed up a lot of processes. We used this transformed data set for all the tasks we
discuss here.

Other kind of subtle analysis like causality tests and media announcement
responses requires data at lower resolution. This was realised with 2 types of amal-
gamation processes. One process reduces all transactions of a stock on a day for any
given second to a single entry that takes the second wise closing price (price of the last
trade in that second, selected by finding the biggest id over the whole second). This was
also necessary for tagging transaction with the appropriate nifty indices which were
also amalgamated per second. Further on we found we need to compress data even
smaller if we are to see and understand patterns over it. A different process was written
to output the minute-wise amalgam of the day tagged set mentioned above, so as to see
the bigger picture.

1.2 Cluster Framework

We use an Apache Spark cluster with Hadoop Distributed File System (HDFS) to store
and disperse data; detailed configuration is given in Table 1. Spark is a new revolution
in Big Data computing as it can do pure in-memory data manipulations especially in
iterative jobs which require housing initial and intermediate data sets for multiple
map-reduce tasks. This trivialises the map-reduce paradigm, so that we can design
complex computational systems without framework level concerns and data redun-
dancy delays.

Spark’s basic computational element is a distributed data structure called Resilient
Distributed Dataset (RDD), which manipulates key-value pairs. RDD are immutable

Table 1. Cluster configuration and hardware specifications. The environment is an Apache
Spark cluster in spark standalone mode, with HDFS support, running with 4 machines.

Configuration Virtualized Cluster Real Hardware

Worker Nodes 8 Executer Nodes 4 Nodes (Ubuntu 14.04 LTS)
Processor Cores 16 Cores/Node 8 Cores/Node (Core i7)
Memory 96 GBs visible 32 GB/Node (DDR3)
Java 64-bit Hotspot 64-bit Hotspot
Disk 6.1 TB DFS 2 TB/Node
File System HDFS (replication-2) EXT4FS
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making them resilient to data loss and inconsistencies as well as fault tolerant without
duplicating data, unlike Hadoop. Fault in one of the partitions is fixed by recreating the
affected partition from a lineage graph called an RDD DAG. RDDs also manage
memory efficiently, creating disk spills where ever physical space is lacking; it will
never affect the program by throwing an ‘OutOfMemoryError’. Furthermore since
RDDs are created from lineages, they are designed to do lazy evaluation which gives an
opportunity to optimize the computation as the entire transformations are stacked up
and data processing (computations) is triggered only on an action call. Spark is capable
of truly high performance data processing over even huge datasets such as the one we
are to use [7].

Over RDDs, Spark comes packed with all vital data processing libraries such as
machine learning, stream and graph processing along with an SQL like query engine all
compatible with cotemporary big data warehouse tools such as Hive and HBase. Spark
streaming is particularly powerful as it interfaces with all popular data broker protocols
such as Kafka, Flume, MQTT, Twitter etc. These interfaces support windowing of the
data over continues streams. Spark’s stream receiver is a DStream object that has
almost all transformation capabilities of RDDs. The easiest way to see this is as a
DStream being a queue of RDDs polled at regular intervals and operated on.

Our proposed forecasting works on streaming. We validate our model on the static
data we have, by artificially streaming it and using the SocketTextStream object to
collect the data. The data is mapped to proper key-value structure and indexed before it
can be shoved to a time series RDD and computations applied on it.

2 Classical and Contemporary Forecast Models

Interest in the conditional forecast of volatility emerged largely from [8] which showed
ARCH (Auto regressive conditional heteroscedasticity) model, a prediction from pre-
vious values of time series data by considering the lag required. The accuracy in pre-
dicting the future stock returns using GARCH were previously examined by [9] for
NIKKIE stock data, the study showed the accuracy in predicting the average stock prices
of NIKKIE with different lags. In this study, the data considered is day ending price.

Moving Averages are calculated in [10] using four methods Durbin’s Method
(DM), Inverse Covariance Method (ICM), Covariance Recursion Method (VRM),
Vocariance Espirit Method (VEM). Using these methods, they are checking whether
zeroes lie near the unit circle or not. The methods are compared to Non Linear Least
Square (NLS) estimation and concluded to be 100 times faster than it. They also state
that VRM is the only satisfactory method. Further when zeroes are closer to unit circle
for fixed value of ‘m’ then VRM or VEM are best methods. DM fairs well for higher
value of m. Parameter estimation of ICM is lower than VRM.

From [11], the model is applied on Amman Stock Exchange general daily index data
samples for a week. They have tested the stationarity of the sequence using unit root
tests and found it to be non-stationary. They took the first difference and used ARIMA
(p, 1, q) for each values of p and q, however, it failed to predict for the next week.

There have been many who proposed prediction on a finer scale. Such predictions
have to be quick and easy to compute, at the same time giving a good idea of the
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immediate future trends, with nominal errors. It is better to go into more basic pre-
dictive models such as AR and MV.

2.1 Autoregressive (AR) Process

Autoregressive models are models in which the value of a variable in one period is
related to its values in previous periods. AR(p) indicates an autoregressive process with
p lags is, or of order p. An AR(p) process is modelled as follows:

Yt ¼ l þ
Xp

i¼1
Yt�i ai þ et ð1Þ

where Yt is a linear combination of its p previous values and an error term єt. The
coefficients are estimated from known data by method of least squares. Apart from
these parameters the lag value p is also an unknown quantity and is estimated by
multiple trials and an application of the either the Akaike’s or Bayesian Information
Criterion [10].

2.2 Moving Average (MA) and Simple Exponential Smoothing

Moving average (MA) model account for the possibility of a relationship between a
variable and a residual from previous periods. MA (q) indicates a moving average
process with q lags:

Yt ¼ l þ
Xq�1

i¼1
et�ihi þ et ð2Þ

where all h’s are the parameters to be estimated. Now applying least square method on
this will not work as it yields a system of nonlinear equations in h even if we consider an
MA(1) process. Alternative methods were cited in the previous section which are much
faster and more efficient; yet these methods have extensive dependencies and are difficult
to accurately implement and test in time. Exponential smoothing reduces this problem to
some extend and proposes a single fractional parameter that reduces with preceding lag.

The true idea of using an MA(1) model is that it can be seen as a pure AR process
of infinite order [12]. Coupling both AR and MA processes will complement the
predictive nature of both the models.

2.3 Autoregressive Moving Averages (ARMA) and Other Derivatives

Autoregressive moving averages model combines both p Autoregressive and q moving
average processes terms of respective orders, as suggested, and is indicated by ARMA
(p, q)

Yt ¼ l þ
Xq�1

i¼1
et�ihi þ et þ

Xp

i¼1
Yt�iai ð3Þ

ARMA(p, q) requires the data to be stationary; a stationary process has a mean and
variance that do not change over time and the process does not have trends. As the
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stock prices are not stationary, to make the data stationary, traditionally we consider the
returns of the prices, called first difference

Rt ¼ lnðYt=Yt�1Þ or Rt ¼ ðYt � Yt�1Þ=Yt�1 ð4Þ

Autoregressive integrated moving averages (ARIMA) model denotes an ARMA
model with returns as the dependent variable. So the model is the same ARMA but
predicts the return value Rt. Since this model predicts first order differences it will be
termed as ARIMA(p, 1, q)

Rt ¼ l þ
Xq�1

i¼1
et�ihi þ et þ

Xp

i¼1
Yt�iai ð5Þ

Heteroscedasticity is the variability of a variable being unequal across the range of
values of the second variable that predicts it. Considering this variation one can for-
mulate the error terms in ARIMA as yet an AR(q) process with an error term Vt

follows.

e2t ¼ xþ
Xq

i¼1
biet�i þVt and Vt ¼ e2t � r2t ð6Þ

Here, є is the ARIMA residual and r is the forecasted variance. This is called the
Autoregressive conditional heteroscedasticity (ARCH) model. A more generalised
version of the same can be conjured where the conditional variance is predicted directly
as a non-linear forecast of the residuals.

r2t ¼ xþ
Xq

i¼1
hie

2
t�i þ

Xp

j¼1
br2t�j ð7Þ

This is Generalised ARCH or commonly called as GARCH. The requirement for
such extended predictors is mainly due, when the series has non stationary variation
and shows a lot of trend with in the predicting period.

3 Fast Forecast Model and Implementation

We have chosen a basic ARMA type predictor for our forecast. As mentioned in most
ARMA literature we have deliberated on, the lag for each constituent AR or MA is to
be decided by making several fits and by applying AIC or BIC [10]. This incurs
considerable computation for any fast prediction to be delayed. Since we work with
fine resolution data (minute-wise amalgamated). We assume the data to be of similar
nature for all the companies, based on the premise that it is created from a singular
process. In order to understand the appropriate model and its lag to fit our cause we ran
several controlled tests on the data using the standard ‘forecast’ module in R language.
We used many samples from different companies and ran the ‘auto-arima’ model on it.
The suggestions for almost all where coherent and was either ARIMA(2, 1, 1) or
ARIMA(2, 1, 2).
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Our second most crucial assumption was that over considerably smaller window
samples, the price data itself is stationary and can directly withstand an ARMA model
without the need to compute the first differences. We reached this conclusion by
observing several data samples. This result can be empirically proved. The advantage
of this were many folds as it saved us the extra burden of three time intensive data
transformations, which we shall discuss in detail soon. Eventually we conjured our
essentially linear model as follows:

Yt ¼ b0Yt�1 þ b1Yt�2 þ et and Yt ¼ a0 þ a1et ð8Þ

where the former is the AR(2) estimator and the latter is the MA(1) estimator. Even
though MA(2) was recommended after the R experimental fitting, we had two reasons
to revert to this model; the model might over fit as MAs have more history quotient; the
parameter estimation becomes exponentially more complex. Please note that the AR
model lacks any constant as we saw the AR fits quite well with the origin orientation
rather than with a constant. The MA on the other hand has got a tendency to magnify
subtle disturbances so a controlling constant can be adjusted to impart a cut on these
hyper fluctuations.

The estimation of parameters is done using a double least square approach, one for
the AR and the other for the MA. Due to fear of over fitting again we have carefully
separated the estimations. Once the AR parameters are found, we generate the pre-
dictions on the same window to estimate real errors. These errors are further fitted
against the real values to generate the MV parameters. This method is quick and clean
compared to sophisticated MV estimators such as MLE, ICM and VRM based methods
discussed above. The separate estimation is suggested by Robert Nau form Duke
University [12].

3.1 Implementation

The implementation is a pseudo stream Spark application. The values are read in bulk
for all the stocks which are streamed at window of 5000 trades per second using
SocketTextStream. The receiver is partitioned in to ‘n’ other filter streams that filter for
specific companies. Once this is done, the values are sorted on timestamp and then
indexed using a ‘zip with index’ mapping and then reverse mapping it, so we can use
this as a key value. This is important as time series data is order sensitive and require to
hold the sequencing. We devised a simple skewing trick to eliminate the infamous time
series dependency problem in map-reduce application. We employ a skewing of data so
that we can couple all the required lags for any datum in the RDD. This is the savings
we achieved by not opting ARIMA model, that would require 2 rounds of this oper-
ation, one for the real price series and then again for the returns series. Once this is
done we can directly map the values to compute models and estimate parameters. We
truly like to elaborate on this but it will shift the focus of our forecasting problem so we
will hold it for a later publication. Figure 1 illustrates our basic data transformations
and streams. It merits mentioning about the time-series RDD library brought out by
Cloudera which we shall use in future. For this particular problem we found it to be a
bit heavy weight as the RDD duplicates all lags for the entire window. Furthermore it
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requires data to be handled with Data Frames which might again increase not just
memory but also computational overhead. Hence it was advisable to refrain from such
use full technology on the sheer basis of faster computation.
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Fig. 1. Data flow chart showing important transformations with in our system. The RDD
transformations are general to all streams and usually is done on a ‘for-each’ basis.

Fig. 2. These plots show case the predictions we have done on various sectors. The predictions
have a RMSPE of less than 4 % in most cases. Some stock splits cause the prediction in those
windows to be erratic at worst. Most stock splits are observed over banking stocks. This problem
can only be solved if this can be announced prior to the prediction where a splitting bias can be
considered. In reality however the splits are announce well in advance. Since we considered no
such announcements, we simply omitted the windows that failed due to a stock split. Above, one
such split can be seen with BHARTIARTL where the price dropped instantly
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Our forecast works by building an ARMA(2, 1) model over a specified window
size and then forecasting for time beyond the window using the same. We were able to
successfully predict up to the 25th minute over a window of size 50. This by and far up
to our knowledge, is the first time it is being done on Indian NSE data. But our original
promise was to predict simultaneously for multiple companies, which we believe we
were able to deliver. We could predict simultaneously for 20 companies in less 2 min
disregarding all streaming delays. Our model will correct the predictions by the minute
if only it had real time minute–wise stream data. Regarding widow size, we have
empirically concluded that a size of 50 for high price stocks and 30/20 for low priced
ones with a sliding interval of 25 and 15/10 respectively.

4 Results and Conclusion

We present plots on samples over multiple (twenty) window runs of some selected
stocks in Fig. 2. We have validated these predictions by also plotting the percentage
error on each case. The main stocks that were projected are HCLTECH, TCS,

Table 2. Here we report some observations of our complete experiment. Prediction was made
for 20 highly traded (found by sorting) stocks over a window (W) of 50 min sliding (S) by
25 min and over 20 such runs (R). The root mean square percentage error was calculated for each
stock over this 20 window sliding (500 values). Some stocks have stock splits in between
windows, which were omitted in the error calculation as this will create a new trend line and
prediction will be grossly wrong. The time per prediction is computed over 20 runs.

Stock W-S-R RMSPE Time (ms) Remarks

HINDALCO 50-25-20 1.103374 58 Low priced commodity
HCLTECH 50-25-20 3.536248 75 Moderate priced techno
RELIANCE 50-25-20 0.293011 76 Moderate priced retail
MARUTI 50-25-20 3.315542 101 High priced automotive
INFY 50-25-20 1.990972 73 High priced techno
ITC 50-25-20 4.966947 105 Low priced retail
ICICIBANK 50-25-20 3.073277 95 Moderate priced banking
TCS 50-25-20 0.685945 107 High priced techno
HDFC 50-25-20 1.835524 128 Moderate priced banking
ONGC 50-25-20 0.869672 83 Low priced petroleum
TATAMOTORS 50-25-20 4.317752 102 Low priced auto with split
YESBANK 50-25-20 3.260518 73 Low priced bank with split
BHARTIARTL 50-25-20 4.552875 83 Low priced telecom
BHEL 50-25-20 3.550686 79 Low priced commodity
LT 50-25-20 3.738453 99 Moderate priced infrastructure
AXISBANK 50-25-18 0.519407 80 Moderate-low bank with split
SUNPHARMA 50-25-19 3.429886 104 Low priced pharmaceuticals
IDEA 50-25-19 1.041839 58 Very low priced telecom
SBIN 50-25-18 1.21876 97 Moderate-low bank with split
POWERGRID 50-25-20 0.425548 78 Very low priced energy
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HINDALCO, SBIN, BHARTIARTL IDEA, HDFC, RELIANCE, BHEL and POW-
ERGRID. These constitute major players from various industries. Our prediction works
well for all of them despite stock splits in some cases. Another Insight we have gained
is that AR predictions are positive at best while ARMA has an exaggeration trend. So if
the prediction is a rise, then the AR value will better quantise that and if it’s a fall then
we can bank on the ARMA forecast value.

Table 2 gives the predictions on twenty stocks and their related root mean squared
percentage errors (RMSPE). All the experimental code and result is available at https://
github.com/vijaykrishnamenon/nse-forecast. Our research is fully reproducible.
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Abstract. Prognostic models are becoming useful in assessing the sever-
ity of illness and survival analysis in medical domain. Based on the stud-
ies, we realized that the current models used in liver transplantation
prognosis seems to be less accurate. In this paper, we propose a highly
improved model for predicting three month post liver transplantation
survival. We performed experiments on the United Nations Organ Shar-
ing dataset, with a 10-fold cross-validation. An accuracy of 86.95 % was
observed when Radial Basis Function Artificial Neural Network model
was used. Other similar methods were compared with the proposed one
based on the prediction accuracy. A survival analysis study for a span of
13 years was also done by comparing with MELD an actual dataset. The
reported results indicate that the proposed model is suitable for long
term survival analysis after liver transplantation.

Keywords: Liver transplantation · Survival prediction · Radial Basis
Function network · Artificial Neural Networks · Survival analysis

1 Introduction

Liver Transplantation (LT) is considered as the viable treatment for the end stage
liver disease for the past several decades. In transplantation, the physicians are
regularly forced to decide which patients will get priority for limited resources.
The medical experts decided the priority of allocating resources according to the
disease severity of patient in liver transplantation. The medical experts judge
the outcome of LT based on the Model for End Stage Liver Disease (MELD)
score [5]. As it follows sickest first policy, the patients in the top in waiting list
will get the liver first during LT [5]. Even though there are so many difficulties
with MELD score, doctors still depend upon that for the LT survival prediction
due to the lack of advancement in the scoring systems. The low survival rate
is due to the inappropriate selection of parameters and scoring system. Current
techniques are incapable to predict the most accurate post-transplant after LT.
c© Springer International Publishing Switzerland 2016
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The continuous exploration of high accuracy models resulted in the introduction
of precise models such as Artificial Neural Networks (ANN). ANN can overcome
the local optimum and performs a superior role in solving complex nonlinear
problems than the traditional linear methods [15]. We proposed an accurate
allocation and prediction ANN model to predict the short term and long term
survival of patients after LT. The Radial Basis Function (RBF) networks can
act as decision-making tools which could predict the three-month mortality of
patients after LT [1].

2 Related Research

Forecasting the short term and long term surgical outcome in term of patient
survival depends upon the appropriate donor-recipient matching. Researchers
introduced various conventional methods and ANN models used for the survival
prediction of LT. Doyle et al. conducted a study for finding out the graft failure
in liver patient using logistic regression analysis [3]. But they failed to show the
survival accuracy after LT due to the lack of large dataset [3]. In the same year
the same group of researchers proposed a ten feed forward back propagation
neural network to solve the nonlinearity among variables and survival predic-
tion after LT [2]. They also failed to deliver the survival accuracy with the lack
of full set of data [2]. Based on a time series sequence of clinical data, Para-
manto et al. conducted a study with recurrent neural networks using time series
sequence of medical data in 2001 [8]. They used Back Propagation Through Time
(BPTT) algorithm and achieved a better survival rate with 6-fold cross valida-
tion [8]. In 2006, Cuccheti et al. proposed a Multilayer Perceptron (MLP) ANN
for the survival prediction andproved that ANN is superior to MELD [6]. Marsh
et al. introduced a three layer feed forward fully connected ANN in 2007 [7].
Zhang et al. performed a study for the comparison between MELD and Sequen-
tial Organ Failure Assessment (SOFA) scores. They used a MLP model for liver
patients with Benign End-Stage Liver Diseases (BESLD) [14]. In 2013, Cruz-
Ramirez et al. introduced a Radial Basis Function (RBF) network model using
multi objective evolutionary algorithm (MPENSGA2) to address the liver allo-
cation and survival prediction [1]. The researchers achieved an Area Under Curve
(AUC) of 0.5659 [3]. In 2015, Khosravi et al. proposed a three layer MLP network
for the five year survival prediction and found that ANN networks performed
better than logistic regression models [6]. Due to the capability to perform non-
linear and parallel processing tasks, fault tolerant capability, long term memory
and collective output, ANN models are superior to logistic regression models [4].

3 Materials and Methods

3.1 Dataset Description

For the purpose of training the prognosis models, we used the United Nations
Organ Sharing (UNOS) dataset. It consists of 65535 liver transplantation related
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patient records from 1st October 1987 to 5th June 2015. The survival prediction
attribute in the dataset is a MELD score, which was introduced in the year 2002
and thus the records before 2002 were excluded from our experiments. The Pedi-
atric End Stage Liver Disease (PELD) records were also excluded from the study.
After data pre-processing, we selected a total of 383 liver patient records with
27 input attributes [12]. A detailed description of the dataset attributes can be
obtained from the data collection forms available at https://www.transplantpro.
org/technology/data-collection-forms/. Out of three parameters in the MELD
score, INR replaces Prothrombin Time (PT) and was measured with respect to
the appropriate ISI of the local PT test system.

INR =
Patient’s PT

MNPT
. (1)

where MNPT in Eq. 1 is determined as the geometric mean of PT of at least
20 adult normal subjects in both sexes. The MELD score is determined by the
formula,

M = 9.6 × loge(X) + 3.8 × loge(Y ) + 11.2 × loge(INR) + 6.4 × C. (2)

where X and Y are the amounts(mg/dl) of creatinine and bilrubine respectively
and C is given as

C =

{
0 if alcoholic or cholestatic liver disease

1 otherwise.
(3)

Medical experts get judgment of survival of patients after LT is according to
MELD score [9]. The MELD score> 15 shows the best survival of patients. If
MELD score> 25, the patient survival is complicated and poor survival will get
with MELD score> 40 [9]. All the above input clinical attributes were given to
the RBF model and trained the data according to the attributes. The output
generated from the model is a binary output that represents the graft status
(GSTATUS). A value of GSTATUS = 0 shows the graft survived and GSTATUS
=1 shows the graft failed.

4 Experimental Design

4.1 Long Term Survival Analysis Based on RBF

The 27 input attributes were given to the normalized Gaussian Radial Basis
Function network. Let neuron in the hidden layer, j represents a radial basis
function which measures the distance between input vector xi and center of
basis function cj . We have used the commonly used Gaussian function,

ϕj(xi) = exp[(−‖xi − cj‖2)/σ2
j ]. (4)

We made survival analysis in terms of number of years, each patient surviving
after LT in the dataset using JMP software. The survival analysis includes two

https://www.transplantpro.org/technology/data-collection-forms/
https://www.transplantpro.org/technology/data-collection-forms/
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parts: (1) Calculate the survival probability (2) Survival data modeling. In order
to find out the survival probability at any particular time can be calculated using
the formula,

St =
(#patients living at the start) − (#patients died)

(#patients living at the start)
. (5)

Thus the survival probabilities at all-time intervals preceding that time were
multiplied for the estimation of total survival probability from the start time until
the specified time interval. For survival data modeling, a RBF ANN was used.

4.2 Long Term Survival Analysis Based in MELD Score

Most of the medical experts predict the survival of patients after LT based on
MELD score. In order to compare the accuracy of our model, we evaluated long
term survival analysis of LT patients with MELD score. In the analysis with
MELD, we found mortality percentage of LT patients using the formula,

Mortality(%) =
(exp(−4.3 + 0.16 ∗ MELD) ∗ 100)
(1 + exp(−4.3 + 0.16 ∗ MELD))

. (6)

The survival was represented as binary value 1 and 0. The survival 0 repre-
sents the patient survived if Mortality %< 50. The patients are not survived
with Mortality %> 50 was represented as survival 1. The binary attribute,
GRF STAT represents the actual survival data of LT patients in the dataset.
The long term survival analysis was done by comparing the GRF STAT and the
computed binary meld score for every followup period.

5 Results

The ranking of parameters need to be done according to their features and
score [13]. The dataset consists of 27 input attributes were ranked successfully
according to their features and score which is appropriate for visualization and
classification dataset using WEKA software [12]. Based on the ranking, we could
determine that all the parameters used for the survival of LT patients were hav-
ing equal importance. All the donor parameters, recipient parameters and trans-
plantation parameters were ranked and we reached the best survival prediction
with the inclusion of all these parameters.

The input-output parameters, activation function in the hidden layer, train-
ing algorithm and conditions for performing the task are the main requirements
of a RBF model. By choosing the appropriate parameters and model, we could
achieve an accuracy of 86.95 %. By using the RBF model, we achieved the sen-
sitivity 86.1 % and specificity 87.1 %. The Mean Absolute Error and Root Mean
Squared error values obtained are 0.1647 and 0.3018. The Relative Absolute
Error value obtained is 34.51 % and Root Relative Squared Error value obtained
is 661.76 %. The results are obtained with 27 input parameters trained by a RBF
model is shown in Table 1.
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Table 1. Evaluation of RBF model

Output Predic-

tion Based on

Values

Ob-

tained

Performance

Measures

Sensitivity% 86.1

Specificity% 87.1

Accuracy% 86.95

Time taken in seconds 0.06

Output Predic-

tion Based on

Values

Ob-

tained

Prediction Er-

ror Measures

MAE 0.1647

RMSE 0.3018

RAE% 34.51

RRSE% 61.76

MAE: Mean Absolute Error, RMSE: Root Mean Squared Error, RAE: Relative

Absolute Error, RRSE: Root Relative Squared Error, RBF: Radial Basis Function

(a) (b) (c)

Fig. 1. (a) ROC curve of RBF model for three month survival prediction of liver
patients after LT (b) ROC curve of three month survival prediction with existing RBF
and (c) ROC curve of three month survival prediction with existing ANN models (Color
figure online).

The AUC obtained from the ROC curve is 0.928. The graph shows that RBF
model can be used for three month survival prediction of patients after liver
transplantation.

5.1 Result Comparison for Three Month Survival Prediction

M-Cruz et al. proposed a RBF with Genetic Algorithm (GA) to find out the
three month survival rate of LT patients [3]. They achieved 0.5659 AUC with
RBF using GA for the survival prediction of LT patients. We compared the pro-
posed RBF model with existing RBF using GA. We achieved 0.928 AUC for the
three month survival prediction of LT patients. The comparison of RBF model
with existing RBF is shown in Fig. 1. Zhang et al. proposed a Multilayer Per-
ceptron (MLP) ANN for the three month survival prediction of LT patients [1].
With the training of dataset, the authors could achieve 89.70 % accuracy using
MLP model. They got the sensitivity 91.30 % and Specificity 88.60 % while train-
ing with stepwise forward selection algorithm [1]. Khosravi et al. conducted a
survival prediction by excluding the re transplantation data and achieved an
accuracy of 91.00 % [6]. They got 78.30 % sensitivity and 80.60 % specificity
while training the data [6]. M-Cruz et al. achieved the AUC 0.5659 while train-
ing the data using RBF with GA [3]. We also conducted three month survival
prediction of LT patients with MLP using the same dataset and got the accu-
racy 99.74 % [10]. By the comparison made with existing ANN models, we can
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come the assumption that rather than RBF, MLP is better for the three month
survival prediction of patients after LT [11].

5.2 Evaluating RBF for Long Term Survival Analysis

We experimented the survival analysis of each year separately using the follow
up information which we found out from the dataset and thus we got fourteen
datasets including six months. We trained the fourteen datasets and noted the
performance measures of all the datasets separately. The performance measures
include Accuracy, Sensitivity and Specificity of the different datasets are noted.
We also noted the performance error measures such as MAE, RRSE, RMSE and
RAE while training the dataset using proposed RBF model. For the long term
survival analysis, the performance measures obtained while training the RBF
model is as shown in the Table 3. The ROC graph of the fourteen datasets were
drawn separately and AUC of each and every graph was noted and plotted as
shown in the Fig. 2.

Fig. 2. (a) Performance of RBF model with respect to number of years of survival
(b) Representation of RBF model with Actual survival data and MELD survival data
in terms of accuracy

5.3 Performance Comparison of Models Used in Survival Analysis

The actual number of LT patients survived was obtained from the given dataset.
While analyzing the survival for six months, 97 mismatches found between
MELD data and actual data (Table 2).

For the first year data, 71 mismatches were found. 65 mismatches, 55 mis-
matches, 52 mismatches, 47 mismatches, 49 mismatches, 44 mismatches, 37 mis-
matches, 31 mismatches, 19 mismatches, 11 mismatches, 6 mismatches, and 5
mismatches were found in the second year, third year, fourth year, fifth year,
sixth year, seventh year, eighth year, ninth year, 10th year, 11th year, 12th year
and 13th year in between MELD survival data and actual survival data. The
comparison of RBF model with MELD and Actual survival data prediction is
as shown in Table 3 and Fig. 2(b).
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Table 2. Prediction results for the proposed method

Evaluation

measures

RBF Based

Prediction

Number of years/Values Obtained

0.5 1 2 3 4 5 6 7 8 9 10 11 12 13

Performance

Measures

Sensitivity% 98.89 99.05 98.29 1 1 99.57 1 1 95.21 98.66 99.15 0 1 1

Specificity% 35.71 20 0 0 0 0 0 0 0 0 0 1 0 0

Accuracy% 93.51 95.4 96.33 98.14 97.34 98.71 95.48 97.61 96.1 97.99 96.58 93.3 92.21 94.14

Prediction

Error

MAE 0.0437 0.021 0.0386 0.0189 0.008 0.0133 0.0096 0.0096 0.0585 0.0362 0.0267 0.0227 0.0318 0.0535

RMSE 0.1842 0.141 0.1821 0.1362 0.0627 0.113 0.0722 0.0703 0.2318 0.1858 0.1575 0.1064 0.1361 0.1757

RAE 59.03 62.15 90.63 72.79 66.92 61.39 67.09 63.79 143.13 79.58 64.54 67.27 63.66 64.28

RRSE 97.33 114.44 129.85 129.23 100.29 121.89 105.01 99.82 174.99 132.75 121.78 99.69 103.59 101.27

Time taken in seconds 0.08 0.13 0.11 0.05 0.08 0.03 0.06 0.03 0.04 0.09 0.08 0.02 0.02 0.01

MAE: Mean Absolute Error, RMSE: Root Mean Squared Error, RAE: Relative

Absolute Error, RRSE: Root Relative Squared Error, RBF: Radial Basis Function

Table 3. Comparison of model accuracy.

% of sur-

vival data/

Years

0.5 1 2 3 4 5 6 7 8 9 10 11 12 13

MELD 79. 89 78.86 79.59 79.32 79.77 79.65 77.46 78. 33 78.86 81.88 84.75 86.5 91.53 88.24

RBF 93.51 95.4 96.33 98.14 97.34 98.71 95.48 97.61 96.1 97.99 96.58 93.35 92.21 94.14

Actual 96. 03 98.94 98.35 99.64 99.61 99.35 99.84 99. 51 97.22 99.52 98.92 98.89 98.33 97.14

MELD: Model for End stage Liver Disease, RBF: Radial Basis Function

5.4 Comparision of Survival Analysis with Existing Approaches

Researchers made an attempt to forecast the long term survival analysis of LT
patients with different datasets. Zhang et al. made two year survival prediction
and Khosravi et. al. made five years of survival prediction of LT patients. But we
could predict thirteen years with six months survival accuracy of patients after
liver Transplantation. By achieving high accuracy than the existing studies, we
could assume that RBF model is suitable for long term survival prediction as
shown in Table 4.

5.5 Discussions

The study done by Zhang et al. used two donor attributes and ten recipient
attributes for the survival prediction. Khosravi et al. predicted the survival of
LT patients with transplantation data only. But we included both transplanta-
tion data as well as retransplantation data. We could achieve a higher accuracy of
survival for LT patients by selecting the proper model and attributes. Clinicians
depend upon MELD score for survival prediction of LT patients. But the creati-
nine level may vary with gender. So inaccurate results may get with MELD score
after LT. We trained the dataset using RBF model and performed the prediction
of three month survival and thirteen years survival after LT. We compared the
above two works to ensure the accuracy of the model. With MELD score we
found out the accuracy of 79.11 %. While using RBF for the survival predic-
tion, we achieved a survival accuracy of 86.95 %. We compared the performance
measures, error measures and training time of RBF model and MLP models. It
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Table 4. Liver transplantation survival probability analysis for the period of 6 months
to 13 year with existing studies

Survival Probability % | Years 0.5 1 2 3 4 5 6 7 8 9 10 11 12 13

Our dataset 95 96 92 90 94 90 92 95 88 85 79 74 67 55

Dataset Zhang et al. - 91 88 - - - - - - - - - - -

Dataset Khosravi et al. - 90 89 85 84 83 - - - - - - - -

can be noted that when comparing the accuracy for three month (short-term)
survival prediction, RBF model is having less accuracy than MLP models. We
also performed the survival analysis for six months to thirteen years using RBF
model and RBF models proved to be superior in survival prediction.

6 Conclusion

We have done a thorough analysis on the suitability of RBF networks in LT
prognosis. Our proposed model was able to predict with an accuracy of 86.95 %
against the 79.167 % accuracy obtained from MELD based prediction. Based
on the results, we arrived at an assumption that MLP is better for short term
survival prediction of LT. A survival analysis for different followup periods was
done and a comparison with MELD and actual dataset was done. We also com-
puted the survival probabilities of liver patients from 6 months to 13 years and
compared it with existing research. By proposing RBF ANN, we could achieve
high accuracy results by a proper selection of dataset and prediction model.
Based on the reported results, we conclude that the prognosis model based on
RBF performed in a superior fashion when compared to prior models used in
LT prognosis.
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Abstract. Link prediction is a key technique in various applications such as
prediction of existence of relationship in biological network. Most existing
works focus the link prediction on homogeneous information networks. How-
ever, most applications in the real world require heterogeneous information
networks that are multiple types of nodes and links. The heterogeneous infor-
mation network has complex correlation between a type of link and a type of
path, which is an important clue for link prediction. In this paper, we propose a
method of link prediction in the heterogeneous information network that takes a
type correlation into account. We introduce the Local Relatedness Measure
(LRM) that indicates possibility of existence of a link between different types of
nodes. The correlation between a link type and path type, called TypeCorr is
formulated to quantitatively capture the correlation between them. We perform
the link prediction based on a supervised learning method, by using features
obtained by combining TypeCorr together with other relevant properties. Our
experiments show that the proposed method improves accuracy of the link
prediction on a real world network.

Keywords: Heterogeneous information network � Link prediction � Supervised
learning

1 Introduction

Link prediction is to discover relationships between two objects. It has received much
attention because of the high level of demand regarding the discovery of new rela-
tionships in various applications (e.g. biological networks, social networks, etc.). For
example, in biological networks, we can determine the target protein of a certain
disease by using link prediction. Related works have studied the link prediction in
homogeneous networks with single types of nodes and single types of links. However,
most real-world networks are modelled as heterogeneous information networks that
consist of multiple types of nodes and multiple types of links. In the example network
shown in Fig. 1, there are various types of nodes, such as gene, disease, and pathway
nodes.

One of the important features in heterogeneous information networks is that the
types of paths and the links are correlated thus affect each other. Suppose, in Fig. 1,
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that there is a network containing three types of nodes; gene, disease, and drug, which
are interconnected through three types of links; cause, treat, and bind. The semantic
meaning of the link “Target1-bind-Drug1” indicates that a Drug1 binds Target1. The
path “Target1-cause-Disease1-treat-Drug1” implies that Target1 causes Disease1 and
that Drug1 treats Disease1. Note that the existence possibility of the link “Target1-
bind-Drug1” is increased with the path “Target1-cause-Disease1-treat-Drug1” than
without it. The reason why the presence of this path becomes a significant clue for the
link prediction of the link is that Drug1 should bind Target1 in order to treat Disease1
in the real world. That is, the “bind” link should come before the “treat” link. More-
over, each path type has a different degree of correlation with links in a heterogeneous
information network. We consider, for instance, that there are two path types, “Target-
cause-Disease-treat-Drug” and “Target-belongs-to-Pathway-react-Drug. The “Target-
belongs to-Pathway-react-Drug” implies that there is a target protein involved in a
Pathway, and some Drug affects the Pathway. Under the situation, existence of the
possibility of bind-type links is most likely higher in the “Target-cause-Disease-treat-
Drug” path types than in the “Target-belongs to-Pathway-react-Drug.” Since the bind
link between a drug and a target should precede before treating a disease caused by a
target. However, the drug can bind any protein in a pathway. The link of bind type
between the target node and the drug node of the link to be predicted is not essential.
Therefore, coping with this situation, we propose an appropriate type of correlation
measure which represents the degree of the correlation between each path type and link
type.

In this paper, we develop a method of the link prediction in the heterogeneous
information networks which considers the correlations between the type of path and the
type of link. Additionally, topological features between input nodes are considered.
The remainder of this paper is organized as follows. First, we introduce the background
concepts associated with link prediction and heterogeneous information networks.
Next, we propose the link prediction score in Sect. 3. We show the experimental results
in Sect. 4 and review related works in Sect. 5. In Sect. 6, we conclude our study.

Fig. 1. Example for correlation between paths and a link
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2 Preliminaries

A heterogeneous information network is a network which contains multiple types of
nodes and multiple types of links. Link prediction refers to the prediction of the
potential existence of the possibility of a link, which is currently not in heterogeneous
information network G. In order to search for the predictive function, we apply a
supervised learning method. Choosing the features of supervised learning is a signif-
icant issue that considerably influences the accuracy of the link prediction process. We
propose a link prediction score as a feature in Sect. 3.

In this paper, we use the biological network constructed by Lee et al. [1]. The total
number of nodes is 74,848, and the average degree of the nodes is approximately
27.09. Table 1 lists the main symbols used in the paper. A schema for the data is
described in Fig. 2.

In Fig. 1, the link type of a link where the source node is Target 1 and the target
node is Drug 1 is the “bind” LinkTypeTarget1, Drug1. There is a path between Target 1
and Drug 1 of which the PathTypeTarget1, Drug1 is [cause, treat]. CycleType
LinkType_Target1, Drug1, PathType_Target1,Drug1 is (cause, treat, bind).

Table 1. Notations

Symbol Definition and Description

PathTypei a type of a path
LinkTypei a type of a link
CycleTypeLinkTypei,

PathTypej

a type of a cycle, i.e., a sequence of nodes (v1, v2,…, vk,v1) where v1,
v2,…, vk is a path of PathTypej and (vk, v1) is a link of LinkTypei.

That is, it is the type of a cycle that consists of a sequence of edges of a
path (v1, v2,…, vk) of PathTypej together with a link (vk, v1) of
LinkType

Fig. 2. Schema for target biological network
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3 Proposed Method

Most conventional works on the link predictions in the heterogeneous information
networks focus on the topological features of these networks and do not consider the
meaning of the link type or the correlation between the link type and the path types.
However, as noted above, the presence of certain paths affects considerably the exis-
tence of the possibility of a link in this type of network. Coping with this problem, we
propose a link prediction score which reflects the type correlation between a link and
the paths.

In the link prediction score, for predicting the existence of a link of LinkTypei
between two nodes s and t, we attempt to utilize how closely LinkTypei is related with
various path types that start from s and end in t.

Consider the following Table 2 for LinkTypei and PathTypej.

Each element in the first column denotes a cycle of CycleTypeLinkTypei, PathTypej, i.e.,
a cycle consisting of a certain link l of a linkTypei and a certain path p of PathTypej.
These cycles may or may not actually exist in graph G. The 2nd and 3rd columns denote
binary feature vectors of LinkTypei and PathTypej. In each row the values of the 2nd

and the 3rd columns are determined as follows:

(i) There are 1’s in both 2nd and 3rd columns if the cycle in the first column exists in
graph G. That is, for each existing cycle of CycleTypeLinkTypei, PathTypej in G, we
have a row with 1’s in both 2nd and 3rd columns.

(ii) There are 1 in the 2nd column and 0 in the 3rd column if a link l of LinkTypei is in
G but the corresponding cycle in the first column (i.e., a cycle consisting of link
l with a certain path p of PathTypej) does not exist in G. That is, for each link l of
LinkTypei that is not part of any cycle of CycleType LinkTypej, PathTypej, we have a
row with 1 in the 2nd column and 0 in the 3rd column.

(iii) There are 0 in the 2nd column and 1 in the 3rd column if a path p of PathTypej
exists in G but the corresponding cycle (i.e., a cycle consisting of path p with a
certain link l of LinkTypei) does not exist in G. That is, for each path p of
PathTypej that is not part of any cycle of CycleType LinkTypej, PathTypej, we have a
row with 0 in the 2nd column and 1 in the 3rd column.

In Table 3 below, A, B and C denote numbers of rows that have 1 and 1, 1 and 0,
and 0 and 1 in the 2nd and the 3rd columns in Table 2, respectively.

Table 2. Relationship with CycleType, LinkType and PathType

CycleTypeLinkTypej, PathTypej LinkTypei PathTypej
cycle1 1 1
cycle2 1 0
cycle3 0 1
… … …

cyclek 0 1
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A measure representing the degree of an association between LinkTypei and
PathTypej called TypeCorr(LinkTypei, PathTypej), which is based on the Jaccard
Similarity, is defined as follows.

TypeCorr(LinkTypei; PathTypejÞ = A/ A + B + Cð Þ ð1Þ

A toy example for the computation of the type correlation using a network is
depicted in Fig. 3. When the type of link to be predicted is the ‘bind’ type and the path
type of the target path is [cause, treat], the value of A is 3, the value of B is 2, and the
value of C is 5. Thus, TypeCorr(bind, [cause,treat]) becomes 3/(3 + 2 + 5) = 0.3. In
another example in which the type of link to be predicted is the ‘bind’ type and the path
type of the target path is [react, belong to], the A is 1, the C value is 2, and the B value
is 1. Hence, TypeCorr(bind, [react,belong to]) is (1)/(1 + 2 + 1) = 0.25.

Next, we designed the local relatedness measure LRMPathTypej(s,t), which captures
the topological features between a source node s and a target node. The topological
features represent structural information in a graph. LRMPathTypej(s,t), calculated for
each path type, is also based on the degree of connectivity between nodes s and t.
Specifically, when more paths between two nodes exist, the existence of the probability
of a link between the two nodes becomes more likely.

LRMPathTypej(s,t) is defined as shown below.

LRMPathTypei s,tð Þ¼ PathsetPathTypei s,tð Þ�� �� ð2Þ

Here, s is the source node, t is the target node, and x is the path type. Path-
setpathTypej(s,t) denotes a set of paths between s and t of which the path type is x.

Table 3. A notation of relationships between Link Type and Path Type

LinkTypei PathTypej #of rows

1 1 A
1 0 B
0 1 C

Fig. 3. Toy example of a link prediction score
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At this stage, we finally define the link prediction score LPSLinkTypei, PathTypej(s,t)
used to predict the links of link type i between nodes s and t based on the correlations
with the paths of path type x.

LPSLinkTypei;PathTypej s,tð Þ = TypeCorr LinkTypei; PathTypej
� �

� LRMPathTypej s,tð Þ ð3Þ

In this formula, TypeCorr(LinkTypei, PathTypej) is the weight of LRMPathTypej(s,t).
In order to achieve a high score, there are many paths, and the path type of the paths is
significantly correlated with the type of target link.

Previous works have argued that a supervised learning approach promotes the
accuracy of link predictions. Hence, we also perform link predictions based on
supervised learning. Our algorithm undertakes link prediction for each link type.
A classifier for supervised learning is the widely used support vector machine (SVM).
It is trained using Gaussian kernels. The class labels for training instances indicate
whether a link exists in an input graph or not; this value is either +1 or -1. For each pair
of nodes, each feature vector is created based on the LPS.

4 Experiments

We test our method on the biological network constructed by Lee et al. [1] as men-
tioned in Sect. 2.1. The link prediction is performed for each link type and accuracy is
also measured for each link type. We use the LibSVM [3] to implement a supervised
learning of our method and the related method, and tests are conducted based on
10-fold-crossvalidation. A comparative study is the Heterogeneous Collectively Link
Prediction (HCLP) proposed by [2], which also collectively predicts links of various
types in the heterogeneous information network.

Four metrics such as accuracy, precision, recall and F-score are used to measure a
performance. The reason why we check the performance in terms of four metrics, the
accuracy has a limitation when there are so many true negatives in the result. A nu-
merator of the accuracy metric is a sum of true positives and true negatives so the value
of accuracy can be a high value when one of two values is high. In other words,
although there are no any true positives, the accuracy can be high if there are so many
true negatives. To compensate for this, we also use the F-score to measure the
performance.

In this section, we compare accuracy of our method and the HCLP. Experiments
are conducted on 12 link types. One of important feature in our data is that it has a
much larger node pairs without a link than those with a link. The imbalance of data
causes underfitting so we use the undersampling that is a technique of machine learning
to adjust the class distribution of a data set. For the undersampling setting, we sample
the non-links as the same size of the links and drop remainder of the non-links for
training data. On the other hand, the test data is just random sampled.

The result of our work and the HCLP using the undersampling is described in
Tables 4 and 5. Both our work and the HCLP have good accuracy over 0.9, however,
we cannot have confidence in the accuracy value because the accuracy measure can be
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high if there are so many true negatives as mentioned before. Our test data is imbalance
so there are many true negatives. Hence, we evaluate our method and the HCLP using
the F-score. An average F-score of our method is 0.270944 which has not a great
performance, however, it is outperformed than results the HCLP. The average F-score
of the HCLP is 0.0431 and its recall is seriously not good.

The reason why pathway-pathway and gene-gene ontology have a lower F-score is
that they have star shaped networks. Our algorithm is not appropriate to start shaped
network so features for the star shaped network will be added in our future works.

Table 4. Experiment result for undersampling

Accuracy F Precision Recall

target-pathway 0.979992 0.194077 0.111194 0.762262
target-disease 0.972504 0.10762 0.0608061 0.467701
pathway-pathway 0.999051 0.0144404 0.0722892 0.0080214
disease-disease 0.999865 0.526316 0.380711 0.852273
drug_target 0.989465 0.465473 0.316629 0.878399
drug-disease 0.953193 0.116599 0.0627246 0.826378
drug-side_effect 0.714622 0.305931 0.182144 0.954884
drug-pathway 0.960454 0.530589 0.363288 0.983516
gene-gene_ontology 0.992996 0.0118554 0.0146843 0.0994036
pathway-gene 0.973968 0.368729 0.244665 0.748041
gene-disease 0.996405 0.1657 0.134666 0.21532
gene-gene 0.960558 0.443993 0.641623 0.33944

Table 5. Experiment result of related work with undersampling

Accuracy F Precision Recall

target-pathway 0.9948 0 0 0
target-disease 0.0037 0.0072 0.9992 0.0036
pathway-pathway 0.895 0.0009 0.1027 0.0005
disease-disease 0.7995 0.0301 0.2861 0.0175
drug_target 0.954 0.0315 0.1435 0.0177
drug-disease 0.9152 0.0304 0.3553 0.0159
drug-side_effect 0.0658 0.1236 1 0.0658
drug-pathway 0.9231 0.1781 0.3666 0.1176
gene-gene_ontology 0.4009 0.0051 0.6 0.0025
pathway-gene 0.0102 0.0201 1 0.0102
gene-disease 0.498 0.0028 0.503 0.0016
gene-gene 0.5371 0.0877 0.4804 0.0482
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5 Related Works

The link prediction in the heterogeneous information network relatively recently
receives attention. Several works applying a meta-path approach were proposed. The
meta-path concept is proposed in [4], which is a sequence of the link type, i.e. a type of
a path. A research [5] generalizes some traditional topological features to be able to
apply to the heterogeneous information network. B.Cao [2] proposes a method that
collectively predict the links in the heterogeneous information network. This work
allows of similarity measurement between nodes with different types. There are some
works for the link prediction in the heterogeneous information network, however, they
still have some limitation. Although [2] collectively predicts the link in the heteroge-
neous information network, it does not reflect that there is a difference in influence of
each path type on existence possibility of the links.

6 Conclusion

Link prediction receives much attention to analysis graphs in various domains. How-
ever, there is not much researches in the heterogeneous information networks although
applications in the real world require the heterogeneous information networks. More-
over, many existing works of link prediction in the heterogeneous information net-
works do not consider complex correlation between link types and path types. In this
paper, the method of link prediction in the heterogeneous information network is
proposed. To capture a degree of the correlation between the path type and the link
type, we propose the TypeCorr measure. The LRM reflects the topological features
between the source node and the target node. We further design the Link Prediction
Score (LPS), for which the TypeCorr is a weight for the LRM. Finally, the link
prediction is performed based on the supervised learning method.

Experiments show that our method is more appropriate to the link prediction in the
heterogeneous information network than the related work. In the future, we plan to
investigate reduce the computing time of the type correlation. The type correlation is
currently computed for the entire network so it takes a little longer. Hence, we continue
researches to improve it.
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Abstract. Today, more and more, researchers have been trying to apply arti-
ficial intelligence (AI) into the area of transport. Using these methods, they try to
solve difficult and complex transport problems and improve the efficiency,
safety, and environmental-compatibility of transport systems. The main goal of
this paper is to present how artificial intelligence can be applied in the area of
traffic and transport with less time and money. The paper itself deals with the
application of artificial intelligence method (i.e. support vector regression) for
time series forecasting in terms of intelligent transport systems.

Keywords: Artificial intelligence � Support vector machines � Support vector
regression � Intelligent transport system � Statistical methods � Open source � R

1 Introduction

Today, traffic engineers face challenges of increasing complexity of transport systems.
Their main aim is to ensure safe, efficient and reliable transportation while minimizing
its negative impact on the environment. Traffic engineers have to solve several prob-
lems. These problems are connected with unreliability and poor road safety; then there
are capacity problems, environmental pollution and wasted energy. The transport
systems are complex systems which involve many different components and partici-
pants who have different and often contrary objectives. Transport problems exhibit
features that allow application of methods and tools of artificial intelligence. First, they
include both quantitative and qualitative data. Transport systems can often be very
difficult to be simulated using the traditional approach, mainly because of interactions
between different elements of the transport system. In the transport problems one often
has to solve difficult optimisation problems that cannot be fully met by using traditional
mathematical programming methods.

Artificial intelligence (AI) provides a wide range of tools and methods for a
solution of transport problems. Methods and tools of artificial intelligence are primarily
used to predict the behaviour of transport systems, transport optimisation problems in
control systems and clustering, also in the transport planning process, decision making
and pattern recognition [1].

The goal of this paper is to create an SVR prediction model for transport data; we
find the optimal kernel function as well as type of regression best suited for such data.
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Authors perform application and optimization of AI techniques called SVR using Open
Source software R in the area of transport management system with affiliation to further
research. Our approach is novel in using means of artificial intelligence, i.e. support
vector regression into transport problems (instead of using standard methods). Article
also discusses the applications of selected methods of artificial intelligence and “tra-
ditional” statistical methods for time series modelling.

The paper is divided into 5 parts. The first chapter introduces predictive modelling
and forecasting of time series, it also deals with the most common methods and models
used for modelling time series such as Box-Jenkins ARIMA models, GARCH models
as well as modern artificial intelligence methods and models. The second part discusses
the theory of Support vector machines, it deals with describing the basic theory of the
SVM regression which is the default model for our prediction model. The fourth
chapter defines the experiment. It described the data we used to test our prediction
model, it deals the software we use for our experiments and it describes our performed
experiments in details. Finally, chapter five summarizes the paper.

2 Predictive Modelling in Intelligent Transport Systems

There exists various approaches how to predict processes in intelligent transport sys-
tems. Models based on quantitative approach use historical data of the observed
variable to interpret a system and predictions, on which the managers make their
decisions, are made by precise mathematical and statistical models what is the unde-
niable advantage of this approach. The major models used for time series modelling are
statistical models. Even though statistical time series forecasting started in the 1960s,
the breakthrough came with publishing a study by [2] where authors integrated all the
knowledge about autoregressive and moving average models. From that time ARIMA
models have been very popular in time series modelling for long time as [3] showed
that these models provided better results than other models used in that time. Some of
the most used statistical methods in predictive modelling suitable for time series (taking
into account the possibility of application in R) are exponential modelling [4–7],
Kalman filtering [8], Box and Jenkins [2] ARIMA, SARIMA (seasonal autoregressive
integrated moving average) models, ARCH, GARCH (generalized autoregressive
conditionally heteroscedastic models) [9–11] or other types of autoregressive condi-
tionally heteroscedastic models and spectral analysis.

In addition to “traditional” methods of statistical predictive modelling the means of
machine learning (neural networks, support vector machines, hybrid models, etc.) are
currently being developed and implemented in various fields, transport systems not
excluding. In recent years, artificial intelligence (AI) has attracted bigger attention of
researchers in many different branches from signal processing, pattern recognition,
travel time estimations [12], rail vehicle system [13] or time series forecasting [14].

As for transport, methods of artificial intelligence are used massively [15]. AI
models based on nonlinear predictions are used for predicting traffic demand, or pre-
dicting the deterioration of transport, infrastructure, as a function of traffic, construc-
tion, or environmental factors. Optimisation problems in transport are also calculated
using AI, e.g. designing an optimal transit network for a given community, developing

166 V. Lendel et al.



an optimal shipping policy for a company, developing an optimal work plan for
maintaining a pavement network, and developing an optimal timing plan for a group of
traffic signals. Methods of clustering are used for identification of specific classes of
drivers based on driver behaviour. Pattern recognition or classification are used for
example in automatic incident detection, image processing for traffic data collection
and for identifying cracks in pavements or bridge structures.

AI is inspired by biological process, generally learning from previous experience.
Main tasks for artificial intelligence methods are based on learning from experimental
data (including learning from patterns) and transferring human knowledge into ana-
lytical models [16]. There exist many AI methods used nowadays. One of the first
machine learning techniques were artificial neural networks (ANN). As ANN was a
universal approximator, it was believed that these models could perform tasks like
pattern recognition, classification or predictions [17, 18]. In recent years scientists try to
incorporate other factors in order to increase the accuracy of neural networks, such as
Evolving RBF neural networks in which genetic algorithms are implemented [19].
Even though today neural networks are not in the center of attention, their era has not
finished yet. Some people talk about massive renaissance of neural networks [20] –
thanks to publications about deep neural networks [21].

However, in recent years, the flagship of artificial intelligence is considered to be
support vector machines (SVM) [22, 23]. In majority of studies the SVM outperforms
artificial neural networks [24]. It is due to many reasons; one of them is that SVM are
able to find and reach global minimum. SVM are studied in order to increase their
properties. For example, Cao and Tay [25, 26] deals with more effective technique for
forecasting using self-organizing maps (SOM). Moreover, the Support Vector Machine
has wide application in classification tasks, as well as in predictions (SV regression).
From a theoretical point of view SVM regression is the main competitor of ANN in
forecasting continuous function [27] – mainly due to the fact that finding global
minimum is guaranteed. The fact of finding just local minimum is the reason why many
scientists prefer SVM to ANN [28].

In contrast with ANN or SVM, non-autonomous systems are the second group used
in AI today. Non-autonomous systems such as Bayes networks, kernel methods or
hidden Markov models are used if one wants to interpret the system.

Except for this, some researchers focus on hybrid models, i.e. models where the
final model is created as a combination of two or more independent models. There
exists combinations of neural networks and econometrics models – e.g. combination of
ANN and ARIMA [29, 30] or combination of HMM and GARCH models [31]. Also,
there exists hybrid models based on SVM and genetic algorithms [32, 33] or SVM used
with SOM maps in time series forecasting [34].

3 Support Vector Regression

Support Vector Machines (SVM), which are based on statistical theory, are machine
learning models developed by Vapnik [21]. From that time, they have become one of
the most used algorithms in the area of machine learning. The SVM method was firstly
used for linear classification. This basic SVM classifier, which is similar to logistic
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regression, realizes the algorithm that is searching for such a linear model which is the
best linear classifier. Such linear model is also known as hyper plane with maximal
margin (maximal margin classifier) as it has maximal margin from the nearest points in
training set. The results of SVM is the construction of hyper plane where the points of
training set are linearly separable and the distance of nearest points is maximized.
Points from the training set which have the nearest distance to hyper plane are called
support vectors. All other points from training set are irrelevant for defining marginal
vectors. Except for classification tasks SVM can be successfully used for prognostics
purposes in the form of Support Vector Regression (SVR) [22], f. ex. in forecasting
financial time series [25–27]. The principles in SVR are the same as principles for
SVM classification. We will now illustrate the searching for optimal regression hyper
plane for linear regression (the principle for nonlinear regression is analogical).

Let D be a training set D ¼ fðxi; yiÞg such that xi 2 Rp, yi 2 R1, i = 1,… N where yi
is the output of the system with continuous values. Unlike classification, where the task
is to searching for maximal margin hyper plane, task of SVM in regression type is
searching for optimal range to regression function, which is called the approximation
error of the regression function and can be understood as the measure of errors of the
regression, where the regression error e is defined as the difference between the
observed value yi and the output from SVM regression. For evaluation of the quality of
the regression function a range with a range e is established under and above the
regression line (i.e. the analogy with hyper plane in SVM classification). e is the range
of small errors (e-residuals), and these errors in the phase of approximation are ignored
as there is an assumption that there is no perfect approximator. On contrary, large errors
which are over this range are expected to eliminate. The purpose of SVM regression to
search for linear/nonlinear regression hyper plane. In defining SVM regression we
come out from minimizing the risk function and norm w

min
w;b;n

f1
2
jjwjj2 þRempg ð1Þ

subject to

yi � wTxi � b� e wTxi þ b� yi � e ð2Þ

where Remp is the risk function defined as

Remp ¼ 1
n

Xn

i¼1

jyi � f ðx;wÞje ð3Þ

whereby jyi � f ðx;wÞje is an e-ignoring loss function defined as jyi � f ðx;wÞje ¼ 0 if
jyi � f ðx;wÞje � e or jyi � f ðx;wÞje ¼ jy� f ðx;wÞj � e. The function (1) can be
expressed as

min
w;b;n� 0;n� � 0

f1
2
jjwjj2 þC

Xn

i¼1

ni þ n�i g ð4Þ
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subject to

yi � wTxi � b� eþ ni ð5Þ

wTxi þ b� yi � eþ n�i ð6Þ

where ni, n
�
i are free-range constants which are penalized similarly as at soft margin

principle by selected value of constant C. By increasing C, larger errors are penalized
ni, n

�
i what is the consequence of lowering the approximation error. However, this can

be accomplished by increasing the norm of weight vector w; however by increasing the
norm w the good optimization as well as the model accuracy is not guaranteed [35].
The second option of influencing the accuracy of the model is the selection of the width
range through e. When resolving (4) we come out from Lagrange function what leads
to the solving the problem of quadratic programming, i.e.

max
ai;a�i

� 1
2

Xn

i;j¼1

ðai � a�i Þðaj � a�j ÞxTi xj � e
Xn

i¼1

ðai � a�i Þþ
Xn

i¼1

yiðai � a�i Þ ð7Þ

subject to

aTy ¼ 0 ð8Þ

0� a�Cf ð9Þ

After calculating ai, a�i we get the vector of parameters and parameter b as

b ¼ 1
n

Xn

i¼1

ðyi � xTi wÞ ð10Þ

which are afterwards substituted into the hyper plane regression function

f ðx;w; bÞ ¼ wTxþ b ¼
Xn

i¼1

wixi þ b ð11Þ

4 Experiment

We used several daily time series for our experiments, in which we showed applica-
bility of machine learning modelling approaches. The selected series is the daily data of
financial profits in personal transport of selected economical subject. The tested data
had seasonability of 5. The number of data was 825, however after modification
(removing season part, time dependence, etc.) the length was shortened.

At first, the focus was on identifying seasons. After that we applied predictive
methods applicable for this seasonal data. In order to compare the predictive accuracy
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of selected machine learning method (SVR) with the state of art methods, we imple-
mented also statistical methods into our experiments.

In first experiment we applied predictive models applicable for data with significant
season part. We applied Box Jenkins SARIMA models and Holt-Winters exponential
smoothing (applicable for data with season part). Moreover, we also made experiments
after removing season part from the data. Therefore, in the second experiment we
applied classical Box-Jenkins models, non-seasonable exponential smoothing. For
choosing best model we performed various procedures, i.e. periodogram, autocorre-
lation function, partial autocorrelation function, analysis of season indices and
graphical representations. The correctness of modelling were checked using testing
statistical significance of parameters as well as the whole model and using verification
of residuals. Prediction abilities of all stated models were then compared with machine
learning approach (SVR).

As for SVM, regarding wide possibilities of combination of factors, kernel function,
training and validation set as well as intervals of parameters, SVM seems to be a good
alternative to standard statistical models. Tables 1, 2 and 3 compares standard statis-
tical models with SVR model with different parameters (including data with and
without season part).

For our experiments, we chose the R software. The detailed instructions how to use
R for statistical modelling in stated in [36]. In order to create a SVR (Support Vector

Table 1. Seasonal data – statistical modelling.

Model Estimated parameters RMSE

Holt- winter exp. smoothing a ¼ 0:14; b ¼ 0:11; c ¼ 0:02 4.93358
SARIMA(0,0,0,)(0,1,1),
period 5

SMA(1) = 0.988 4.51469

SARIMA(0,0,0)(2,0,1)
period 5, with const.

SAR(1) = 0.883; SAR(2) = 0.117; SMA
(1) = 0.823; MEAN = 55.615

4.68496

Table 2. Non-seasonal data – statistical modelling.

Model Estimated parameters RMSE

Brown quadratic
exp. smoothing

a ¼ 0; 4451 1.65010

ARIMA(1,5) with
constant

AR(1) = 0.610; MA(1) = −0.392; MA(2) = −0.390; MA
(3) = 0.394; MA(4) = −0.404; MA(5) = 0.590;
MEAN = 55.234

0.90435

Table 3. SV regression.

Seasonal data Seasonally adjusted data
Kernel function linear RMSE = 6.13843 Kernel function linear RMSE = 1.22457

Optimization “cost”,
“epsilon”

RMSE = 6.12733 Optimization “cost”,
“epsilon”

RMSE = 1.2239
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Regression) model [37–39] with open source R, we need the package e1071 [40, 41].
SVM function was used to train a support vector machine. It can be used to carry out
general regression and classification (of nu and epsilon-type), as well as
density-estimation. The standard setting of SVM is not sufficient in many cases,
however, we can optimize parameters (“epsilon, cost”) and make optimization of the
model, such as by choosing kernel functions, defining the training and test set. In our
SVM experiments we trained a lot of models with different parameters and then chose
the best one. Code example to base tuning of SVM (Fig. 1) for selected data is:

The model is in darker region is the better one, i.e. the RMSE is closer to zero in
these regions. Optimization can be also realized in other way. Our team together with
student Martin Slavik implemented our own optimization of SVM in R where the
optimal combination of parameter of “costs” a “epsilon” is calculated.
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Fig. 1. Optimization of SVM [own experiments]
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The comparison of selected models was realized using Akaike information criteria
and root mean square error (RMSE). The Table 1 illustrates selected models with their
RMSE error.

5 Conclusion

In conclusion, we found out that artificial intelligence has its important place in
intelligent transport systems. It is used in various fields of transport, especially in traffic
management systems, incident management, travel information systems, transport
management centres and models. The intelligent transport systems can organise and
manage transport systems in such way that they can be used as efficiently and eco-
nomically as possible. The implementation of appropriate prognostic methods and
planning models allows to determine the planned value of supply and demand by
evaluation of time series trend introducing the possible solution to reach stable and
long-time results of region and transport enterprise activities and also the application of
intelligent transport systems. AI techniques have a lot to offer to the field of transport.
The versatility of the tools and their performance are well suited for the complexity and
variety of transport systems. AI holds promise for a wide range of transport problems,
which have been previously approached using other mathematical frameworks. In
transport modelling, they are relatively young, but they have been already implemented
for a wide range of problems such as forecasting, traffic control, pattern recognition and
optimisation.
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Abstract. In this paper, we want to present an ICT architecture with
a range prediction component, which sets up on machine learning algo-
rithms based on consumption data. By this, the range component and
therefore ICT system adapts to new vehicles and environmental con-
ditions on runtime and distinguishes itself by low customization and
maintenance costs.

Keywords: Electric mobility · Range prediction · Clustering

1 Introduction

In the last years, there is an enormous shift towards drive concepts based on
renewable energies happening in the automotive industry. The use of electric
driven (EV) or plug-in hybrid vehicles (PHV) becomes more and more nec-
essary due to economical and ecological demands. The foreseeable limitations
of oil production enforce an early rethinking and adapting to alternate energy
resources or even the benefits of relying on energy mixes. Especially in urban
areas, it is desirable to overcome today’s fine dust and carbon dioxide pollution
as well as increasing the overall quality of living in cities by noise reduction.

Although the acceptance of such vehicles is rather low in individual as well as
commercial traffic. There are quite known technological flaws like large, expen-
sive and heavy energy storages with a relatively low capacity and no proper
battery-changing systems which results in long lasting charging time. In addi-
tion, there is still the need of an adequate charging infrastructure to put aside
concerns using these type of vehicles. Developing new technologies, establishing
a pervasive infrastructure and agreeing on a common industry standards will
eventually take time and cost resources.

But especially in commercial use a cost efficient use of EVs can be achieved
even today, by providing an information and communication technology (ICT),
which facilitates full exploitation of an EV fleet. In the next chapter we like to
c© Springer International Publishing Switzerland 2016
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introduce such a ICT in the context of urban logistics. In the following paper we
present and evaluate a machine learning based range prediction model, which is
a necessary core component of such an ICT system.

2 ICT Architecture for Electrified Urban Logistics

Simple the paradigm of using ICTs to transform life and working environments
in communities or cities is widely discussed under the topic “Smart Cities” over
the last years. [3] Our research project Smart City Logistik (SCL) [8] approaches
this field in the context of logistics. Urban logistics especially features processes
with multiple endpoints, short distances and often time critical constraints. Our
main objective is to develop and implement an ICT reference architecture to
enable these freight processes by EVs. In comparison and extension to com-
mercial products used nowadays, we clearly focus on the challenges caused by
electro mobility such as limited range of vehicles or required pauses due charging
cycles. Furthermore our approach handles temporal and spatial environmental
traffic restrictions, which are becoming quite popular in german urban commu-
nities over the last years. The SCL ICT acts eventually as a connective link
between warehouse management, dispatching, customers and drivers and ensure
information about tour processing as well as freight state.

Fig. 1. The SCL architecture regarding the use and adaption of the range prediction
model.

The SCL system derives the current state from data fully automatically gath-
ered from the drivers, respectively the delivery vehicles on runtime, as illustrated
in Fig. 1. A telematic in-car-unit collects data continuously from the controller
area network (CAN) interface in each vehicle. These information are sent via in-
car wifi to the driver assistance client (DAC), which tags them with the actual
GPS data. These data allow an comprehensive monitoring of the current process
for different stakeholders. In addition, these data are the basis for the adapta-
tion and specification of the range prediction model. In the next chapter, we will
introduce a sample of methods and approaches to gain such a model.
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3 Related Work

The most obvious approach, a construction of a physical vehicle model requires
comprehensive knowledge about the vehicle itself and the actual influences in the
application area. As shown in [9] such a physical model includes the characteris-
tics of a vehicle, a model for the energy storage as well as energy consumption.
Rogge et al. presented in [7] a Matlab model for the Mitsubishi iMiev, a vehi-
cle we used for data gathering and evaluation, too. The main difficulty of these
models is the combination of energy storage and vehicle models. There are mul-
tiple factors, which influence the capacity and energy loss of an electric energy
storage, like temperature or number and type of previous charging cycles. Pro-
viding mathematical models of energy storages is still a challenge and result in
complex models like shown in [10]. Therefore it is also very common to usesim-
ple machine learning methods, to predict the behaviour and capacity of electric
energy storages [4].

The approach of a mathematical model in a simulation environment is not
suitable in our research project, because of the lack of knowledge, degrees of
freedom in the vehicle configuration or a fast changing composition of the vehi-
cle fleet. Besides there may be a need of an offline range prediction on the DAC
without the SCL server and contemporary smartphones do not have the com-
puting power for comprehensive vehicle simulation. Therefore, we are tackling
the range model problem by using machine learning methods. Ondruska et al.
presented a similar hybrid approach in [6], based on a physical model combined
with markov decision processes. But this approach still relies on very detailed
knowledge about a specific vehicle, we can not assume as given in SCL. A straight
data mining approach is presented by Ferreira in [5]. This method is based on
Naive Bayes classifiers but uses only a very abstract discrete classification of
influence factors.

Literature research showed, that there is no approach fulfilling every require-
ment of the SCL application field. But we found comprehensive and valuable
information regarding the influential factors to energy consumption in the con-
text of electro mobility. Conradi et al. [1] categorized these factors into environ-
mental (traffic, weather and road characteristics), driver (acceleration, velocity,
weight) and car (physical properties, battery) specific influences. These classes
are the basis for the parameters in our learn data, which are used for configura-
tion and adoption the range model.

4 Range Prediction Model Training

The range prediction model calculates if a given tour is achievable. The tour is
specified by a predetermined route among customers and the vehicle state, espe-
cially the current charge status. An energy consumption is calculated by splitting
the route into route segments and add up the consumption of every segment.
The underlying idea is to segment in a way, which ensures that every parame-
ter like speed, acceleration and gradient is assumed constant. This enables the
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normalization and comparability of segments as composite vectors. To gain ade-
quate consumption values for every segment, we use the CAN data as described
in Sect. 2. These data contain performance values with further information like
velocity and the state of secondary consumers (f.e. air conditioning). They are
tagged with a timestamp and a GPS position, which enables us to associate a
gradient. On server side, these data is enhanced with information from the data-
base, like the cargo weight for example. This means, we can transform the vehicle
data into substantial segment vectors, just like used by the range model input
as illustrated in Fig. 2(a) and (b). We developed and tested different methods
to gain a precise consumption assumption from these measured segments, which
are presented in the following section.

4.1 Interval Group Analysis

Our assumption is, that the energy loss of segments with similar properties
are approximately equal. For specifying a segment consumption correlation, we
need to find similar segment vectors. In our first method, we divide the range
of every vector dimension over the whole data set into intervals as illustrated
in Fig. 2(c). Now we have divided the vector space into different groups with
similar segment vectors, as shown in Fig. 3(a). Then the inner group segments
get averaged and the consumption value divided by the length to normalize the
group vectors. At the end, the algorithms offers a table which can be used to
look up an approximate consumption value by associating the group for an input
segment vector.

Fig. 2. (a) The generation of segments based measure points while driving a route (b)
the vector space of segments (c) the vector space divided into interval groups

We implemented this method in the programming language R on basis of
Mitsubishi iMiev data logged via the CAN-bus. The field test included 40 tours
with about 60 Km per tour and provided 240304 measure points. After elimi-
nating runaways, we were left with 156387 learn data segments. On this data
we tested the interval grouping approach against an average across ungrouped
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Fig. 3. (a) Visualisation of generated groups (b) the averaged relative error of raw data
compared to interval groups

raw data by cross validation. This means, we used 39 tours as learn data to
validate the remaining tour. The results are shown in Fig. 3(b), with a relative
error about predicted and measured consumption value. The averaged raw data
lead to an expectable inapplicable result with an average relative error of 37.6 %.
However, the presented interval grouping algorithm reduces the relative error to
an average of 8,5 %, which is already acceptable and comparable to different
approaches presented in Sect. 3.

4.2 Parameter Functions

Despite the good results of the simple clustering algorithm, Fig. 3(b) evinces a
relative error ranging from 3 % to 20 % in isolated cases, suggesting there is still
potential for optimisation. In this approach, segments with similar properties
are approximated with the same consumption value. This inherits an obvious
source of error we want to eliminate by implement parameter specific functions
for every group.

These parameter functions describe the influence of a parameter on the con-
sumption value, and offer the possibility to refine the former constant value. To

Fig. 4. (a) Example of a regression function within a specific group, (b) the impact
of using the parameter function method on interval groups compared to the interval
groups method
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retrieve such a function in a specific group, there have to be multiple inner-
group coordinate systems with an ordinate for every property and a correspond-
ing consumption abscissa. For every property a parameter function can then
be produced by regression. Figure 4(a) shows generated parameter function for
the gradient by linear regression. In this approach, the former look up table is
enhanced by adding the parameter function to every group and parameter. The
consumption value of a segment vector results from the according group with
corrections by the function for every parameter.

We tested this method on the same data as in Sect. 4.1. As shown in Fig. 4(b),
the average relative error can slightly be reduced from 8.5 % to 8 % by lin-
ear regression. The improvement seems to be insignificant, but this method
has advantages in case of large interval choices. Large intervals lead to a lower
demand of memory space for the look-up table at the expense of accuracy but
parameter functions potentially hold up the granularity and fine adjustment.

4.3 Clustering

The group building algorithm in the previous two methods is pretty straight
forward implemented. Boundaries and breaking points of the intervals are either
equidistant or manually chosen. This basic approach gives us margin in testing
and evaluating the influence on the results, but obviously may not be optimal
chosen. Until now, there may occur overfilled or empty groups. On one hand,
too many segments in a group can decrease the information content, where on
another consumption values have to be estimated in empty groups. We expected
a much better distribution of groups, if the boundaries are derived depending on
the actual value distribution of properties. Therefore, we rebuild the grouping
algorithm based on common comprehensive machine learning methods, like the
x-means algorithm [2]. This algorithm finds cluster centres for every parameter
and sets interval boundaries in between these.

By applying x-means clustering to the group building on our test data to
the first method from Sect. 4.1, the average relative error could be reduced from
8.5 % to 6.9 %. This shows, that focused group building is very important and
substantial for winning reliable consumption data.

4.4 Evaluation with Synthetical Data

Within the SCL project, we perform extensive human centred acceptance tests
to evaluate the usability and functionality of the ICT, especially the DAC. Due
to the fact, that logistic processes are very time critical and susceptible, we can
not try out pre-versions in a field test. Therefore we built a software simulator
environment which communicates with a DAC and ICT demo. For testing the
data flow functionality the simulator generates consumption data, based on a
simple mathematical model. This model is based on artificial segment vectors
and calculates forces acting on a vehicle with realistic properties. Besides the
acceptance tests running, the simulator also generates synthetical consumption
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data based on either artificial scenarios, or routes generated from real map and
height data.

We produced consumption data for 400 tracks on the basis of the same
course driven for the data generation described in Sect. 4.1. Using these arti-
ficial data as input for the grouping and clustering algorithms described above,
we got a reduced average relative error ranging between 2 % and 4 %, which is
an improvement. We assume, that the originally variation in the relative error
can be attributed to measurement errors within the vehicle electronics and dur-
ing GPS localization, as well as the time delay while tagging the data or time
intervals between measuring points.

4.5 Data Refinement

To minimize the relative error further we are currently focussing our work on
preprocessing the measured vehicle data. Every method described above is based
on the assumption, that the vehicle drives directly from one measure point to the
next one and behaves constant in between. But a closer look at the data shows,
that even very similar segment vectors contain significantly deviant consumption
values. This suggests, that the actual requirements to the vehicle differ from that
assumption, as well as that the overall assumption is overestimated. Because of
the learning data based on the shortest distance between two measure points,
the probably higher requirements lead to higher associated consumption which is
falsely used in later range predictions. Therefore, we need to refine the measured
data with the help of map data to reconstruct the actually driven route and
relate the consumption to it.

The refining data process can be subdivided in thee parts. First there has to
be a relocation of the measured GPS signal to a road element as illustrated in
Fig. 5(a). GPS measurements inherit immanent deviations due to signal outage
in wooded environments or signal reflections in urban areas for example. We use
hereby a orthogonal projection to the nearest road element(s). In a second step,
we reconstruct the covered road elements to gain a new sequence of segments as
shown in Fig. 5(b). Usually this is the shortest path between two relocated GPS
signals and can be calculated by a route searching algorithm. If a relocation in
the first step is ambiguous, due two-lane roads or a close meshed road network
for example, the algorithm tests different variations.

The third and last step is the most comprehensive and actual state of work in
our research project. Our goal is to subdivide the former large segment into mul-
tiple small segments, which emulate the actually driven route and redistribute
the overall consumption value on this new gained segments. The actual behaviour
can partially reconstructed by assumptions about velocities and accelerations in
context to the map material which often holds information about averages. The
individual driver characteristics and standing periods are a big problem. As illus-
trated in Fig. 5(c) and (d) the final resegmentation and value distribution can
vary strongly depending on the assumed behaviour of the driver. A ecologically
conscious driver would accelerate and break slowly to save or even recuperate
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Fig. 5. (a) Relocation of GPS measure points x and y with orthogonal projection to
the nearest road element, (b) routing for gaining new segments si, compared to former
segment based on measurements, (c) possible segment refinement resulting energy con-
sumption profile based on the assumption of an aggressive driver (d) possible segment
refinement and resulting energy consumption profile based on the assumption of an
ecological aware driver

Fig. 6. (a) A predicted energy loss over route segments compared to the real data
consumption values (b) the change of relative error rates while learning from measured
segments
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energy, where a aggressive driver always breaks and accelerates as fast as possi-
ble. The ambiguity is mostly caused by possible waiting or standing times, which
are not reconstructible from the data. Therefore, we need to determine and inte-
grate the characteristics of the driver. Until now, we try to classify segments
in relation to their plausibility and use unambiguous ones for retrieval of the
acceleration characteristics. Our method by now is very much dependent to the
available data, due there are only rare segments, which are suitable for learning
the driver characteristics. We hope to solve this problem in an upcoming field
test.

5 Conclusion and Future Work

In this paper, we presented an approach to implement a range prediction model
based on machine learning into an ICT structure enabling the use of electric
vehicles in urban logistics. We introduced and evaluated different methods which
were developed and integrated for fully automatically adapt a range model on
basis of real measured consumption data on runtime. Our methods are able to
reproduce consumption levels of learned real data sets with an relative error rang-
ing from 5 % to 10 %, which is acceptable and compares to existing approaches
like [6] with an average of 8 %. As shown in Fig. 6(a) our model can predict the
energy loss of a electric vehicle in a reliable way. Besides, the clustering method
establishes an steady converging error value as illustrated in Fig. 6(b). By this,
we established a lightweight, easy to adapt model, which excludes recurring
modelling effort.

Our main focus right now is the refinement of measured data to reduce the
relative error in the consumption model until the first field test in spring 2016.
We expect to reduce the prediction error significantly and even try out other
learning methods like feed forward artificial neural networks, which failed until
now due to the noisy data. We also try to implement parts of the range prediction
model as heuristic into the routing algorithm to optimize route finding for electric
vehicles. Lastly, we want to split up the energy consumption and storage model,
which are implicit combined right now. Related work has shown, that electric
energy storages have very complex characteristics which might infer with the
consumption model. Our idea is to automatically adapt a storage model like in
[4] in combination to the methods presented in this paper.
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Abstract. Byte level N-Gram is one of the most used feature extraction
algorithms for malware classification because of its good performance and
robustness. However, the N-Gram feature selection for a large dataset
consumes huge time and space resources due to the large amount of dif-
ferent N-Grams. This paper proposes a partitioning based algorithm for
large scale feature selection which efficiently resolves the original prob-
lem into in-memory solutions without heavy IO load. The partitioning
process adopts an efficient implementation to convert the original inter-
actional dataset to unrelated data partitions. Such data independence
enables the effectiveness of the in-memory solutions and the parallelism
on different partitions. The proposed algorithm was implemented on
Apache Spark, and experimental results show that it is able to select
features in a very short period of time which is nearly three times faster
than the comparison MapReduce approach.

Keywords: Malware classification · Feature selection · Data partition-
ing · Apache Spark

1 Introduction

With the rapid popularization of the Internet, malware has become the main
threat to computer security. Hundreds of millions of new malware samples are
created every year [2]. How to detect and classify such a large amount of new
malware has become a challenging issue in computer security.

Many researchers have proposed to use machine learning to detect and clas-
sify new malware in recent years. The malware detection task trains a classifier
such as support vector machine [12] and random forest [6] to classify executable
files into benign or malware, while the malware classification task uses a classifier
to classify executable files into families. It can be seen that malware detection
is just a special case of malware classification. Therefore, we just use the term
malware classification to refer to both tasks hereinafter.

The machine learning based malware classification approaches proposed so
far mainly differ on the way to extract malware features. Schultz et al. [9] pro-
posed to use DLLs, APIs, strings and byte sequences as malware features. Kolter
c© Springer International Publishing Switzerland 2016
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et al. [4,5] selected a certain number of byte level N-Grams using information
gain [17] to construct malware features. Tabish et al. [13] divided binary files
into blocks and calculated 13 statistical features on each block. Each block was
classified as a normal block or a potentially malicious block, and the correlation
module was used to combine the classification results of different blocks from a
single binary file. Shafiq et al. [10,11] regarded the key fields of the PE structure
[7] as features.

Among the proposed feature extraction algorithms, N-Gram shows good
experimental performance and is more robust than other algorithms. There-
fore, there are many derived feature extraction algorithms from N-Gram. Wang
et al. proposed the immune concentration of N-Grams to construct a low dimen-
sional feature [15,16]. Zhang et al. used the class-wise information gain to select
malicious N-Grams to detect infected executables [18].

The value N for N-Gram is usually set to 4, which is able to keep a balance
between final classification performance and the robustness. A smaller N will
decrease the classification performance heavily while a larger N can be easily
obfuscated by the insertion of irrelevant machine instructions.

However, the feature selection of N-Gram is very expensive in real world
applications. Most feature selection algorithms need to count the numbers of N-
Grams in all classes, while there are a huge number of different N-Grams when
the dataset is large. The main memory of an ordinary computer usually does
not have enough space to store the variable (e.g. a hash map which stores the
counts of all N-Grams for each class) used to collect the counts. Kolter et al. [4]
adopted a disk-based implementation to handle this problem but they said that
their implementation was very slow.

This paper proposes a partitioning based N-Gram feature selection algorithm
which divided the huge number of N-Grams into several partitions and uses an
in-memory implementation to select the most informative features.

We will introduce the N-Gram feature selection algorithm in Sect. 2 and
explain the proposed partitioning based algorithm in Sect. 3. Sections 4 and 5
will give the experimental results and the conclusion respectively.

2 N-Gram Feature Selection for Malware Classification

In the feature selection process of malware classification, each executable sample
is broken into N-Grams using an overlapping sliding window of N bytes. The
window slides from the beginning of a binary file to the end with a step of one
byte. At each step the binary content in the window is regarded as an N-Gram
feature. Duplicated N-Grams in a sample will be removed.

After generating N-Grams for all of the samples in the training set a feature
selection metric score is calculated for each unique N-Gram and the top K N-
Grams with the largest metric scores will be selected as the final features, where
K is a pre-specified variable.

Information gain is the most used feature selection metric, which is defined
as Formula 1 [5].
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IG (f) =
∑

vf∈{0,1}

∑

c∈C

P (vf , c)
P (vf , c)

P (vf ) P (c)
. (1)

In this formula f represents the feature and vf represents the feature value.
vf = 0 means the feature f is not in a sample, while vf = 1 means the feature
f appears in a file sample. C is the set of all classes. P (vf , c) is the probability
that the class of a sample is c and its feature value for f is vf . P (vf ) represents
the probability that a sample’s feature value for f is vf and P (c) represents the
probability that a sample’s class is c.

Formula 1 needs to calculate three probabilities (i.e. P (vf , c), P (vf ) and
P (c)) in advance. P (c) can be easily obtained by calculating the fraction of
samples with class c in the training set. If we have calculated P (vf , c), P (vf )
can be derived as the sum of P (vf , c) over all classes, as shown in Formula 2.

P (vf ) =
∑

c∈C

P (vf , c). (2)

The remaining work is to calculate P (vf , c). We can obviously get Formula 3.

P (vf = 0, c) + P (vf = 1, c) = P (vf , c) . (3)

Therefore we only need to calculate P (vf = 1, c) first and then derive
P (vf = 0, c) using Formula 4.

P (vf = 0, c) = P (vf , c) − P (vf = 1, c) . (4)

P (vf = 1, c) can be calculated using Formula 5.

P (vf = 1, c) =
T (vf = 1, c)

T
. (5)

T in Formula 5 is the total number of samples in the training set and
T (vf = 1, c) is the number of samples in the training set whose feature values
for f are all 1 and classes are all c.

When applied to N-Gram feature selection for malware classification,
T (vf = 1, c) can be written as T (g, c), which represents the number of an N-
Gram g in class c, provided that the duplicated N-Grams in a single executable
file are removed.

However, the number of possible N-Grams is exponential to the length of
N-Gram N . For example when N = 4 there will be 232 (i.e. about 4.3 billion)
possible N-Grams. For a large training set a large fraction of the possible N-
Grams will appear. If there are 100 classes and we use a 32-bit integer to store
the number of an N-Gram, we will need at most 1.6 TB space to store the
numbers, even not including the additional space used by the data structure
(e.g. a hash table) to store and organize the N-Grams, which could be in the
same order of magnitude as the space used by the numbers.

When traversing the training set to calculate T (g, c), the whole variable that
stores T (g, c) for all of the N-Grams and all of the classes should be kept in main
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memory because the variable will be accessed frequently and randomly, while an
ordinary computer with a limited memory size is not able to store such a large
variable in main memory.

To handle this problem, Kolter et al. [4] claimed that they implemented a
disk-based approach which consumed a great deal of time and space, but they
didn’t give the detailed description of their implementation.

A straightforward solution is to split the training set into small subsets and
calculate the numbers of N-Grams for each subset. The result for each subset
is written to a file on the disk. After all the subsets are traversed the files for
different subsets are merged into a single one. This solution is workable but it
needs a lot of IO operations which are very inefficient.

Another possible solution is to use MapReduce [3,8] which is designed for
distributed systems. Most MapReduce tutorials begin with a word count exam-
ple, while calculating the number of N-Grams is just a special case of the word
count problem; we need to take count of N-Grams for all of the classes. However,
the shuffle operation of MapReduce is very time-consuming which will heavily
decrease the time efficiency of feature selection.

In the next section we will propose an efficient N-Gram feature selection
algorithm based on partitioning.

3 Partitioning Based N-Gram Feature Selection

The process of partitioning based N-Gram feature selection is shown in Algo-
rithm 1.

Algorithm 1. Partitioning Based N-Gram Feature Selection
Input: the training set.
Input: K: the number of N-Gram features to be selected.
Output: K N-Gram features with the largest information gains.
1: Determine the number of partitions P according to the training data size and the

main memory size available in a computer.
2: Create P lists which are stored in the external memory, namely L0, L1, ..., LP−1.
3: for all executable sample in the training set do
4: c = the class of the sample
5: for all unique N-Gram g generated from the sample do
6: Lhash(g)%P .add(< g, c >).
7: end for
8: end for
9: the feature set F = ∅

10: for all i ∈ {0, 1, ..., P − 1} do
11: Use an in-memory feature selection algorithm to select top K features from Li.
12: Add the selected N-Gram features to F .
13: end for
14: return the top K features in the set F .
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First of all, the number of partitions should be determined so that each
partition can be processed using an in-memory algorithm. Let the total size of
the training data be S and the main memory size available be M . The average
data size of each partition is S/P.

The actual memory occupied by the in-memory algorithm used below is
approximatively proportional to the size of data in a partition. Let the propor-
tionality coefficient be λ. Then we have λ ∗ S/P ≤ M , that is P ≥ λ ∗ S/M .

The coefficient λ depends on the programming language and the data struc-
ture used in the program. We need to estimate its value according to the detailed
implementation. If λ is underestimated, there may be not enough main memory
space for the program and the program may crash. Therefore, we should select
a slightly large value for λ.

Then, P lists are created to store the temporary data. The temporary data
is also too large to be stored in main memory. Therefore, the data are actually
stored in external memory such as the disk. A cached implementation of the list
in external memory will significantly reduce the amount of IO operations. When
adding data to the list, the new data are stored into a buffer in main memory
first. Once the buffer is full all the data in it will be written to external memory
and the buffer is set to empty again.

Next, each executable file in the training set is broken into N-Grams and
duplicated N-Grams in a file are removed. For each N-Gram a hash function is
calculated based on its binary content. The remainder of Euclidean division of
the hash value and P determines which list the N-Gram goes to. The pair of the
N-Gram and the class of the executable file is added to the list.

For the cached implementation of the list in external memory, a smaller P
will consume less cache space for all the lists in main memory. From the above
analysis we know that the condition for selecting P is P ≥ λ ∗ S/M . Therefore,
we can just choose P = λ ∗ S/M .

This partitioning process will make the same N-Gram across the whole train-
ing set to be partitioned into the same list. Therefore, the information gain of
the N-Gram can be calculated within the list.

After that, for each list an in-memory feature selection algorithm is used
to select top N-Grams. The numbers of all N-Grams in the list is counted for
each class and the information gains are calculated using Formulas 1-5. The K
N-Grams with largest information gain is selected. The P lists produce P ∗ K
N-Grams in total.

Finally, the top K N-Grams are selected from the P ∗ K N-Grams.
The time complexity of Algorithm 1 is proportional to the size of training

data. The partitioning process reads the whole training set linearly and writes
the pairs of N-Grams and the classes to external memory. We estimate the total
size of data in external memory here without considering the data compression
and indexing. For N = 4, after removing duplicated N-Grams the number of
N-Grams will reduced to about one half according to our experiment. Therefore,
the external memory space occupied by the contents of N-Grams is about 2 (i.e.
4 ∗ 0.5) times larger than the training data size. If the number of classes is not
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larger than 128 we can use one byte to store the class value for each N-Gram, and
the external memory space occupied by the classes of N-Grams will be about the
same as the training data size. If the number of classes is between 129 and 65536
the class value will need two bytes and the external space will be about 2 times
larger than the training data size. Therefore, the total size of data in external
memory is about 3 or 4 times larger than the training data size, depending on
the number of classes. The in-memory feature selection algorithm will read the
data from external memory again to calculate information gain. In conclusion
the data size of IO operations is about 7 or 9 times larger than the training data
size. Such amount of IO operations is acceptable in the real world application.

Algorithm 1 can be easily parallelized in a very efficient approach. The most
time-consuming processes of Algorithm 1 are partitioning N-Grams from all files
into different lists and calculating information gain for each list. The partitioning
process for each file is independent, and the calculations of information gain for
different lists are also independent. Therefore, these two processes can both be
distributed to different CPU cores or even different computers.

4 Experiments

The proposed algorithm was implemented on Apache Spark [1] using Python.
Apache Spark has a built-in data partitioning routine which makes the proposed
algorithm very easy to be implemented. What’s more, Apache Spark can dis-
tribute the computation tasks to different CPU cores and different computers,
enabling the parallelization of the proposed algorithm automatically.

We used two workers for the Apache Spark cluster, each with one CPU core
and 5 GB memory.

The dataset we used contains 11058 executables, including 5563 benign files
and 5495 malicious files from the VX Heaven virus collection [14]. The total size
of the dataset is 5.50 GB. We did a two-class malware detection task on this
dataset.

When selecting the number of partitions using the formula P = λ ∗ S/M , λ
was estimated as about 100. At last we chose 100 as the number of partitions.

We also implemented a comparison algorithm based on the famous word
count example using MapReduce given in the Apache Spark website1, which is
shown as follows:

counts = t e x t f i l e . f latMap (lambda l i n e : l i n e . s p l i t ( ” ” ) ) \
.map(lambda word : (word , 1 ) ) \
. reduceByKey (lambda a , b : a + b)

The function of this piece code is to calculate the numbers of all words from a
given text file. Each line of the file is mapped to several words and the same word
will be reduced to get the count. We extend this algorithm to calculate the number
of N-Grams for all of the classes and then calculate the information gains.

1 http://spark.apache.org/examples.html.

http://spark.apache.org/examples.html
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Shafiq et al. [11] used the N-Gram feature as a comparison algorithm of
their proposed PE-Miner. In their article they claimed they had developed an
optimized implementation of N-Gram which is more efficient. We also took their
implementation as one of our comparison algorithms.

The time consumption of different implementations is shown in Table 1.

Table 1. Feature selection time for partitioning based algorithm, MapReduce based
extended word count algorithm and the implementation of Shafiq et al.

Algorithm #Samples Hardware and platform Time

Partitioning 11058 3.0 GHz+3.3 GHz, Spark, Python 3.4 h

MapReduce 11058 3.0 GHz+3.3 GHz, Spark, Python 10.1 h

Shafiq et al. 2895 2.19 GHz, C++, STL 25.3 h

As we can see in the table, partitioning based algorithm is almost three times
faster than MapReduce based algorithm. MapReduce needs to shuffle the huge
amount of N-Grams, while shuffle is very expensive.

Both partitioning based algorithm and MapReduce based algorithm have
two stages in the Spark jobs. The time consumption of each task for the two
algorithms is shown in Fig. 1.

For partitioning based algorithm, stage 1 partitions the N-Grams, while stage
2 counts the N-Grams and calculates information gain to select top N-Grams.
The two stages takes 1.6 h and 1.8 h respectively. The most expensive opera-
tion of the two stages is IO, and the IO data sizes of the two stages are close.
Therefore, the time consumptions of this two stages are close. The calculation
of information involve some expensive logarithm operations in stage 2, so that
the time consumption of stage 2 is slightly higher than that of stage 1.

For MapReduce based extended word count algorithm, stage 1 uses MapRe-
duce to obtain the numbers of N-Grams in each class while stage 2 maps the
counts of an N-Gram in all the classes to information gain. Stage 1 takes 6.8 h
which is twice as the whole time consumption of partitioning based algorithm.
The most expensive operation of stage 1 is shuffle. We can see that shuffle will

Fig. 1. The time (in hour) of different stages for partitioning based algorithm and
MapReduce based extended word count algorithm
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significantly decline the time efficiency of the whole algorithm. Stage 2 of this
algorithm takes 3.2 h while stage 2 of partitioning based algorithm only takes
1.8 h. The superiority of partitioning based algorithm is achieved by using the
concentrative in-memory feature selection for the whole partition.

The last row of Table 1 gives the estimated result of Shafiq et al.’s imple-
mentation. They used many categories of executables in their experiments. The
average number of executables in each category is 2895. They reported that the
average feature selection time for a file of their implementation is 31.5 s. There-
fore, we estimated that the total feature selection time for 2895 files is 25.3 h.

The size of dataset used by partitioning based algorithm is almost 4 times
larger than that used by Shafiq et al. We used two CPU cores and the CPUs’ fre-
quencies are higher than theirs. Besides, they adopted a faster C++ implementa-
tion. We can estimate that our computation capability is about 4 times stronger
than theirs. Considering the dataset size and the computation capability, the
numeric difference between the time consumption of Shafiq et al.’s implemen-
tation and the partitioning based algorithm in Table 1 is able to roughly reflect
the difference between the time efficiencies of the two algorithms. Shafiq et al.’s
implementation took more than one day to select features, while partitioning
based algorithm only took 3.4 h, which is more than 7 times faster.

5 Conclusions

Byte level N-Gram is a well-known feature extraction algorithm for malware
classification which is able to extract relevant features for malware and is very
robust. However, the feature selection of N-Gram suffers from heavy time and
space load because the large number of features generally cannot be stored in
main memory. This paper proposed a partitioning based approach to accelerate
the feature selection process. The proposed approach divides N-Gram features
into independent partitions and uses the in-memory feature selection algorithm
for each partition. Experimental results showed that the partitioning based algo-
rithm is very efficient and is superior to a MapReduce based implementation and
the optimized implementation by Shafiq et al.
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Abstract. Biclustering groups samples and features simultaneously in
the given set of data. When biclusters are obtained from the data, clus-
ters of samples and clusters of features that determine the partitioning
of samples into the underlying clusters are also obtained. We focus on
a supervised biclustering problem leading to unsupervised feature selec-
tion. We formulate this problem as an optimization model which aims to
maximize classification accuracy by selecting a small subset of features.
We solve the model with exact and inexact solution methods based on
optimization techniques. Microarray cancer datasets are used to experi-
ment our approach.

Keywords: Biclustering · Feature selection · Classification · Optimiza-
tion · Microarray

1 Introduction

In biological and biomedical research, biclustering has a critical importance,
especially in DNA microarray data analysis. A typical microarray data contains
gene expression values of several samples that may be in one of the two or more
conditions. These conditions can be disease conditions such as tumor. Purpose
of the biclustering problem is to group the samples and the features simulta-
neously in the given data. It is an unsupervised method which means that the
class information is not known a priori, and hence, the groups (or classes) are
discovered from the data, if they exist. Importance of biclustering compared
to traditional clustering approaches is that biclustering does not only identify
disease conditions but also obtains subsets of genes (features) that are responsi-
ble for identifying those disease conditions. Hence, these subsets of genes serve
as markers for these disease conditions. Furthermore, selecting small number of
features is critical in bioinformatics, especially in microarray based cancer pre-
diction (see, [15,16]). If an algorithm selects many genes, this might limit the
interpretability of the classifiers. The lack of interpretability may prevent the
acceptance of such diagnostic tools [15,16].

In supervised biclustering, the class information of samples or features is
known a priori. Busygin et al. in [2] introduced the consistent biclustering cri-
teria to locate non-overlapping biclusters in data. This is a supervised method,
c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 196–204, 2016.
DOI: 10.1007/978-3-319-40973-3 19



A Supervised Biclustering Optimization Model for Feature Selection 197

since the authors use class labels of the samples in developing the model. For this
problem, a mathematical model of supervised consistent biclustering was pre-
sented under the biclustering consistency conditions, and its objective function
is to maximize the number of selected features. Their model is a nonlinear 0-1
integer model, and it has been shown to be NP-hard (see [7]). By applying a lin-
earization approach, it can be reformulated as a linear mixed 0-1 programming
problem. In order to solve this problem, linearization approach has been applied
by Busygin et al. in [2], and different heuristic algorithms have been proposed
in [2,10].

The focus of this paper is supervised biclustering leading to unsupervised fea-
ture selection. We work on particular datasets in which the number of features is
much larger than the number of samples. We propose an alternative approach to
supervised biclustering. In proposed approach, our aim is to obtain the maximum
separation among the sample classes using a certain measure while simultane-
ously determining the classes of the selected features. In other words, we select
features that maximize the separation of the samples projected on the space
of those features. We formulate this approach as an optimization model which
aims to maximize classification accuracy by selecting a small subset of features
that mainly create (or cause) the separation. We solve the model with exact and
heuristic solution methods based on optimization techniques. Microarray cancer
datasets are used to experiment our approach.

The rest of this paper is organized as follow. In Sect. 2, we introduce the math-
ematical formulation of the proposed approach and solution methods. Section 3
presents the datasets and the experimental results. Section 4 summarizes this
paper by providing its main conclusions.

2 Mathematical Formulation

For the problem of selecting the features that maximize the separation of the
samples projected on the space of those features, a nonlinear mixed 0-1 integer
model is introduced. We solve the model over a training data. Class labels of
samples in the training data are used in the model. A small subset of selected
features and class labels of these selected features are obtained as the output.
These selected features are then used to predict class labels of samples in test
data. Proposed nonlinear mixed 0-1 integer model is as follows.

Sets

M set of features, N set of samples, K set of classes, Nr set of samples that
belong to class r, for all r ∈ K.

Parameters

A training data matrix. Each element of the matrix aij corresponds to the
expression of the ith feature in the jth sample, for all i ∈ M and j ∈ N
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Decision Variables

fir =
{1 if the ith feature is assigned to class r

0 otherwise , for all i ∈ M and r ∈ K

α class separation variable.

Model (P):

max α (1)

s.t.
∑

i∈M aijfir̂∑
i∈M fir̂

≥ α +
∑

i∈M aijfir∑
i∈M fir

, ∀r̂, r ∈ K, r̂ �= r, j ∈ Nr̂, (2)

∑

r∈K

fir ≤ 1, ∀i ∈ M, (3)

fir ∈ {0, 1}, ∀i ∈ M, r ∈ K. (4)
α ≥ 0 (5)

Decision variable α measures the separation of the classes defined by the
samples. Objective function in Model (P) maximizes the separation between the
classes. This separation is based on maximizing the minimum difference between
the average feature expression values of all class pairs across all samples. In
constraint (2), if sample j belongs to class r̂, average expression value of sample j
features that are assigned to class r̂ must be greater than the average expression
values of sample j features that are assigned to other classes. Constraint (3)
guarantees that each feature is assigned to at most one class.

2.1 Linearization of Model (P)

Model (P) can be reformulated as a linear mixed 0-1 programming problem by
applying a linearization approach. Model (P) can then be solved using standard
linear mixed integer programming solvers. The following proposition in [17] can
be utilized to linearize Model (P).

Proposition 1. A polynomial mixed 0-1 term z = xy, where x is a 0-1 variable,
and y is a nonnegative variable with upper bound M, can be represented by the
following linear inequalities: (1) y - z ≤ M - Mx, (2) z ≤ y, (3) z ≤ Mx, and
(4) z ≥ 0.

By using Proposition 1, we introduce new variables for Model (P).

zir =
fir∑

i∈M fir
, i ∈ M r ∈ K, and cr =

1∑
i∈M fir

, r ∈ K

By substituting these variables, we can replace nonlinear mixed 0-1 inequal-
ities (2), with the linear-mixed 0-1 constraint sets. The resulting model (named
as P-L) is given below.
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Model (P-L):

max α (6)

s.t.
∑

i∈M

aijzir̂ ≥ α +
∑

i∈M

aijzir, ∀r̂, r ∈ K, r̂ �= r, j ∈ Nr̂, (7)

cr − zir ≤ 1 − fir, ∀i ∈ M, r ∈ K, (8)
zir ≤ fir, ∀i ∈ M, r ∈ K, (9)
zir ≤ cr, ∀i ∈ M, r ∈ K, (10)
∑

i∈M

zir = 1, ∀r ∈ K, (11)

∑

r∈K

fir ≤ 1, ∀i ∈ M, (12)

fir ∈ {0, 1}, zir ≥ 0 ∀i ∈ M, r ∈ K (13)
cr ≥ 0, ∀r ∈ K. (14)
α ≥ 0 (15)

Constraints (8), (9), (10) and (11) of Model (P-L) guarantee that positive
values of selected zir variables are equal to each other which is also equal to the
value of cr, and their summation is equal to 1.

2.2 Heuristic for Model (P-L)

Model (P-L) may suffer from intractability when dealing with large problems.
As a consequence, we next introduce a heuristic approach for Model (P-L). The
idea of proposed heuristic (PH) is to find a good subset of features that contains
the set of selected features in the optimal solution of Model (P-L). Once such
a subset of features is obtained, the optimal solution can be found by solving
Model (P-L) over these selected features. The following model called (P-H) is
solved iteratively to find the reduced feasible region. In particular, Model (P-H)
is solved iteratively for different values of M (positive parameter) until reaching
threshold value γ which is defined as zr ratio = z=r /z+r = γ, where z+r is the
number of zir variables that take positive values, and z=r is the number of zir

Model (P-H):

max α − M

∑

r∈K

cr (16)

s.t.
∑

i∈M

aijzir̂ ≥ α +
∑

i∈M

aijzir, ∀r̂, r ∈ K, r̂ �= r, j ∈ Nr̂, (17)

zir ≤ cr, ∀i ∈ M, r ∈ K, (18)
∑

i∈M

zir = 1, ∀r ∈ K, (19)
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zir ≥ 0 ∀i ∈ M, r ∈ K (20)
cr ≥ 0, ∀i ∈ M, r ∈ K. (21)
α ≥ 0 (22)

variables that take equal positive values. Values of z+r and z=r are obtained from
the solution of Model (P-H) for a certain value of M, where we always have z+r
≥ z=r .

3 Experimental Study

We test Model (P-L) and the proposed heuristic (PH), and compare the results
on 8 publicly available microarray cancer datasets. Information about the
datasets is presented in Table 1. All datasets in Table 1 have 2 classes. Further
information of datasets can be found in the corresponding references. For com-
parison of (PH) and Model (P-L), we randomly partition each dataset in Table 1
into training and test sets by using 2-fold cross validation (CV). Furthermore, in
order to test the accuracy of (PH) for the classification of datasets, we use 5-fold
CV. We run 5-fold CV five times, each with a different random arrangement.

In order to express the performance of (PH) with respect to Model (P-L),
we define the gap as follows. Let α(P−L) be the best objective function value of
Model (P-L) with matrix A obtained within 30000 s (approximately 8 h), and
α(PH) be the optimal objective value of Model (P-L) with reduced matrix A
which is obtained by (PH). Then, gap is defined as follow.

Gap =
α(P−L) − α(PH)

α(P−L)
× 100

3.1 Comparison of Model (P-L) and Proposed Heuristic

Results of the comparison between Proposed Heuristic (PH) and Model (P-L)
are given in Table 2 for Fold 1 and Fold 2. In Table 2, eight out of 16 instances

Table 1. Microarray gene expression datasets.

Dataset tissue

name (Ref.)

Total nb. of genes Total nb. of samples Samples per class Classes

Blood-A ([1]) 12582 72 24–48 ALL, MLL

Breast-Colon

([3])

22283 104 62–42 B, C

Leukemia ([5]) 7129 72 47–25 ALL, AML

Lung ([6]) 12533 181 31–150 MPM, AD

Colon ([8]) 22883 37 8–29 Serrated CRC,

conventional CRC

Brain ([11]) 7129 34 25–9 CMD, DMD

Blood-S ([12]) 7129 77 58–19 DLBCL, FL

Prostate ([13]) 12600 102 50–52 N, PR



A Supervised Biclustering Optimization Model for Feature Selection 201

are solved to optimality with Model (P-L) within a time limit of 30000 s. These
instances are indicated by an asterisk in the first column. In terms of solution
quality, in five out of these eight instances, (PH) managed to find the optimal
solution. Model (P-L) could not to reach the optimal solutions for the remaining
eight instances within 30000 s. Best integer solutions for seven of them (except for
Prostate data) are given in the sixth column. The average (maximum) optimality
gap of those solutions is 0.41 % (1.2 %). In four of these instances, (PH) reached
the best integer solution of (P-L). Finally, Prostate (Fold 2) instance became
intractable in terms of memory with Model(P-L), while (PH) managed to find
the solution in 6233.16 s.

Table 2. Comparison between (PH) and Model (P-L) on 8 microarray datasets

Datasets Nb. of selected genes Solution time (s) Best obj. func. value (α) Gap (%)

(P-L) (PH) (P-L) (PH) (P-L) (PH)

Fold 1

Blood-A* 15 16 22326.44 204.61 7609.22 7598.67 0.14

Breast-Colon 19 23 time limit 434.19 277.27 277.66 -0.14

Leukemia* 25 27 13439.07 110.69 3320.45 3283.08 1.13

Lung 16 16 time limit 86.88 1133.38 1133.38 0.00

Colon* 15 15 23407.11 338.16 988.27 988.27 0.00

Brain* 12 12 7413.36 13.64 3243.50 3243.50 0.00

Blood-S* 16 16 21553.25 35.11 3237.30 3237.30 0.00

Prostate* 14 14 20374.14 101.84 150.00 150.00 0.00

Fold 2

Blood-A 14 14 time limit 61.40 9112.38 9112.38 0.00

Breast-Colon 16 16 time limit 323.24 277.29 276.78 0.18

Leukemia* 21 21 4078.57 42.71 3413.00 3413.00 0.00

Lung 16 16 time limit 57.89 1131.66 1131.66 0.00

Colon 16 16 time limit 84.79 988.50 988.50 0.00

Brain* 15 13 16740.72 31.93 1763.44 1755.95 0.42

Blood-S 18 25 time limit 1161.56 2777.78 2771.63 0.22

Prostate NA 30 NA 6233.16 NA 87.13 NA

The overall running time of (PH) is 582.61 s on the average. Therefore, (PH)
manages to keep the problem size in reasonable limits and reduces the solution
time significantly. Furthermore, it still provides good solutions with an over-
all average (maximum) gap of 0.13 % (1.13 %) with respect to the solution of
Model (P-L) obtained within 30000 s. In two instances, Breast-Colon (Fold 1)
and Prostate (Fold 2), it outperforms Model (P-L) both in terms of solution
time and solution quality.

3.2 Comparison of the Proposed Heuristic and Other Methods

Classification accuracy for each dataset with the proposed heuristic is given
in Table 3. We compare the accuracy performance of (PH) with the accuracy
performance of other methods reported in papers [4,9,14] for each dataset
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(see Table 3). There are four well-known classification methods, Naive Bayes
(NB), k-Nearest Neighbor (k-NN), Support Vector Machines (SVM) and Ran-
dom Forests (RF) other than (PH) in Table 3. In [14], no feature pre-selection
method was applied on datasets. In [9], the authors did not apply pre-selection
method on datasets for the results in Table 3. In [4], the authors selected 100
genes by various feature selection methods (t-test, ANOVA, and etc.). Then,
SVM and RF are applied on these subsets of 100 genes. We have taken one of
the best accuracy performances which is given by t-test. According to accuracy
results given in Table 3, (PH) outperforms k-NN, SVM and RF reported in [9] in
all cases (Leukemia, Lung, and Colon). (PH) outperforms all methods reported
in [4,9,14] in one case (Lung). For Blood-A dataset, we have not found any clas-
sification accuracy result for two-class comparison. This dataset also has three
classes, so all results in the literature are given for three classes of this dataset.
In fact, Model (P) can be applied to multi-class problems. However, we have
only focused on two-class problem in this study.

Table 3. Classification performance of proposed heuristic (PH) for 5 replications of
5-fold CV.

Datasets Proposed Heuristic Results in [14] Results in [9] Results in [4]

Avg. nb. of

selected genes

Accuracy (%) NB k-NN SVM k-NN SVM RF SVM RF

Blood-A 17.61 96.67 NA NA NA NA NA NA NA NA

Breast-Colon 18.55 94.23 NA NA NA NA NA NA 98.50 96.00

Leukemia 22.56 96.39 100 84.7 98.6 89.10 86.90 95.10 97.30 98.30

Lung 20.80 100.00 97.8 98.3 99.5 99.95 97.60 99.70 98.80 98.30

Colon 21.68 90.81 NA NA NA 89.70 78.60 79.55 NA NA

Brain 16.36 78.24 82.4 76.5 82.4 NA NA NA NA NA

Blood-S 18.30 92.08 80.5 84.4 97.40 NA NA NA NA NA

Prostate 22.43 89.85 62.8 76.5 91.2 NA NA NA NA NA

Overall, (PH) consistently provides a good accuracy performance with
respect to the compared methods. Overall average accuracy of (PH) is 92.28 %
with a standard deviation of 6.17 %. The greatest difference between the accu-
racy obtained by (PH) with the best reported accuracy is 5.32 %. We would like
to note that these accuracy results of PH are obtained by using a much smaller
set of selected genes compared to other well-known methods.

4 Conclusion

In this paper, we have proposed an alternative approach to supervised bicluster-
ing that aims to obtain a maximum separation among the sample classes using
small set of features and simultaneously to determine the classes of the selected
features. Problem is modeled as a nonlinear 0-1 integer model. The model has
been linearized. For solving the linearized model, a heuristic approach has also
been proposed. Both linearized mathematical model and heuristic approach were
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tested on several microarray datasets and their performance were compared with
other methods. The experimental results are reported.
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Abstract. This paper proposes an ensemble feature construction
method for spam detection by using the term space partition (TSP)
approach, which aims to establish a mechanism to make terms play more
sufficient and rational roles by dividing the original term space and con-
structing discriminative features on distinct subspaces. The ensemble fea-
tures are constructed by taking both global and local features of emails
into account in feature perspective, where variable-length sliding window
technique is adopted. Experiments conducted on five benchmark corpora
suggest that the ensemble feature construction method far outperforms
not only the traditional and most widely used bag-of-words model, but
also the heuristic and state-of-the-art immune concentration based fea-
ture construction approaches. Compared to the original TSP approach,
the ensemble method achieves better performance and robustness, pro-
viding an alternative mechanism of reliability for different application
scenarios.

Keywords: Term space partition (TSP) · Ensemble term space
partition (ETSP) · Feature construction · Spam detection · Text cat-
egorization

1 Introduction

Email has been an important communication tool in our daily life. However,
high volumes of spam emails severely affect the normal communication, waste
resources and productivity, and threat computer security and user privacy,
resulting in serious economic and social problems [1]. According to Symantec
Internet Security Threat Report [2], the overall spam rate of the whole email
traffic all over the world in 2015 is 53%. Meanwhile, email remains an effec-
tive medium for cybercriminals, since one out of every 220 emails contains mail-
ware. Statistics from Cyren Cyber Threat Report [3] also reveal that the average
amount of spam sent per day in 2015 is up to 51.8 billion. Thus, taking measures
to solve the spam problem is necessary and urgent.
c© Springer International Publishing Switzerland 2016
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Machine learning based intelligent detection methods give promising per-
formance in solving the spam problem, which can be seen as a typical binary
categorization task. Machine learning techniques have been widely applied in
spam classification, such as naive bayes [4–7], support vector machine [8–11],
decision tree and boosting [12,13], k nearest neighbor [14–16], random forest
[17,18], artificial neural network [19–22], deep learning [23,24] and so on. Besides
classification technique, feature construction approach also plays an important
role in spam detection, by transforming email samples into feature vectors for
further utilization by machine learning methods. Feature construction approach
determines the space distribution of email samples, affecting the establishment
of classification model and detection performance. Effective feature construction
approach could construct distinct and distinguishable features, resulting in dif-
ferent space distribution characteristics of different classes of email samples and
complexity reduction of email classification. Research on email feature construc-
tion approaches has been focused in recent years.

In our previous work, a term space partition (TSP) based feature construction
approach for spam detection [25] is proposed by taking inspiration from the
distribution characteristics of terms with respect to feature selection metrics
and the defined class tendency. Term ratio and term density are constructed
on corresponding subspaces achieved by dividing the original term space and
compose the feature vector. In this paper, we further propose an ensemble TSP
(ETSP) based feature construction method for spam detection by taking both
global and local features of emails into account in feature perspective. Variable-
length sliding window technique is adopted for constructing local features. We
conducted experiments on five benchmark corpora PU1, PU2, PU3, PUA and
Enron to investigate performance of the proposed method. Accuracy and F1

measure are selected as the main criteria in analyzing and discussing the results.
The rest of this paper is organized as follows: Sect. 2 introduces the TSP

based feature construction approach. The proposed ETSP method is presented
in Sect. 3. Section 4 gives the experimental results. Finally, we conclude the paper
in Sect. 5.

2 Term Space Partition Based Feature Construction
Approach

The TSP approach aims to establish a mechanism to make the terms play more
sufficient and rational roles in spam detection by dividing the original term space
into subspaces and designing corresponding feature construction strategy on each
subspace, so as to improve the performance and efficiency of spam detection.

Since the feature selection metrics could give terms reasonable and effective
goodness evaluation, the TSP approach first performs a vertical partition of the
original term space to obtain the dominant term subspace and general term
subspace according to the distribution characteristics of terms with respect to
feature selection metrics. Dominant terms are given high and discriminative
scores by feature selection metrics and considered to lead the categorization
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results. Though large amount of general terms congregate in a narrow range of
the term space with similar low scores and each of them is less informative, they
could contribute to spam detection integrally. The vertical partition could be
performed by defining a threshold θdg with respect to the corresponding feature
selection metrics employed, as shown in Eq. 1.

θdg =
1
r
(τmax − τmin) + τmin (1)

where τmax and τmin depict the highest and lowest evaluation of terms in the
training set respectively, and variable r controls the restriction level of dominant
terms. Term ti with τ(ti) ≥ θdg is considered as dominant term, and general
term otherwise.

To construct discriminative features, a transverse partition is then performed
to further divide each of the above subspaces into spam term subspace and ham
term subspace according to the defined term class tendency. Term class tendency
refers the tendency of a term occurring in emails of a certain class, defined as
Eq. 2.

tendency(ti) = P (ti|ch) − P (ti|cs) (2)
where P (ti|ch) is the probability of ti’s occurrence, given the email is ham, and
P (ti|cs) is the probability of ti’s occurrence, given the email is spam. Spam
terms are terms that occur more frequently in spam than in ham with negative
tendency, and ham terms occur more frequently in ham than in spam with
positive tendency. When performing the transverse partition to separate spam
terms and ham terms, terms with tendency(ti) = 0 are considered useless and
discarded.

In this case, the original term space is decomposed into four independent
and non-overlapping subspaces, namely spam-dominant, ham-dominant, spam-
general and ham-general subspaces. To construct discriminative and effective
feature vectors of emails, term ratio and term density are defined on domi-
nant terms and general terms respectively to make the terms play sufficient and
rational roles in spam detection. Term ratio indicates the percentage of domi-
nant terms that occur in the current email, emphasizing the absolute ratio of
dominant terms. In this way, the contributions to spam detection from dominant
terms are strengthened and not influenced by other terms. While term density
represents the percentage of terms in the current email that are general terms,
focusing on the relative proportion of terms in the current email that are general
terms. The effect on spam detection from general terms is weakened and so is
the affect from possible noisy terms. Equations 3 to 6 describe the definitions
of spam term ratio, ham term ratio, spam term density and ham term density
respectively.

TRs =
nsd

Nsd
(3)

where nsd is the number of distinct terms in the current email which are also
contained in spam-dominant term space TSsd, and Nsd is the total number of
distinct terms in TSsd.

TRh =
nhd

Nhd
(4)
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where nhd is the number of distinct terms in the current email which are also
contained in ham-dominant term space TShd, and Nhd is the total number of
distinct terms in TShd.

TDs =
nsg

Ne
(5)

where nsg is the number of distinct terms in the current email which are also
contained in spam-general term space TSsg, and Ne is the total number of
distinct terms in the current email.

TDh =
nhg

Ne
(6)

where nhg is the number of distinct terms in the current email which are also
contained in ham-general term space TShg. The feature vector is achieved by
combining the defined features, i.e. v =< TRs, TRh, TDs, TDh >.

3 Ensemble Feature Construction Using Term Space
Partition Approach

3.1 Global and Local Features

For spam detection, feature construction approaches decide the spatial distribu-
tion of email samples. Effective feature construction approaches could construct
distinguishable features of emails to make the spatial distribution of spam emails
apparently different from that of legitimate emails. In the TSP approach, each
email sample is transformed into an individual 4-dimensional feature vector, by
calculating distribution characteristics of terms in the email on the four indepen-
dent and non-overlapping subspaces of terms respectively. In other words, this
feature vector reflects the term distribution characteristics of the whole email in
the four different subspaces of terms, which could be called global features, for
each dimension of the feature vector is related to and calculated from the whole
email. Global features describe the overall characteristics of each email sample.
In most cases, the global features constructed by the TSP approach could suc-
cessfully characterize the differences between spam emails and legitimate emails.
While it should also be noted that, for some specific email samples with particu-
larly different term distribution characteristics in some local areas of the emails,
the global features constructed by the TSP approach would make the distinctive
features diluted and could not well reflect the differences.

In order to solve this problem, we adopt the sliding window technique to
define local areas on the whole email and further extract local features of the
email by constructing TSP features on each local area. The local features and
global features are combined together to form the ensemble feature vector.

3.2 Construction of Local Features

Local features are constructed on local areas of samples. In the ETSP method,
the sliding window is adopted to define local areas of emails. In this case, TSP
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Fig. 1. Construction of local TSP feature with sliding window

features constructed on each local area could reflect independent term distribu-
tion features of each local area in the four different subspaces.

As shown in Fig. 1, independent local TSP (L-TSP) feature vector is calcu-
lated on each individual local area of the email, other than constructing global
TSP feature vector on the whole email. Variable-length sliding windows are
adopted to guarantee obtaining feature vectors with the same dimensionality to
facilitate further use in the classification phase, for the size of email samples
varies greatly. For a specific email with Nt terms, the length of corresponding
sliding window utilized is defined as Nt

n , where n is constant for different email
samples. To obtain independent and non-overlapping local areas, the window
slides with a step of length of itself, which is Nt

n , from the beginning to the end
of the email. In this case, each email is divided into n independent and non-
overlapping local areas, and n individual L-TSP feature vectors are obtained.
Hence, n is a core parameter during this process, determining both the granu-
larity of local areas and dimensionality of the final feature vectors.

3.3 TSP Based Ensemble Feature Construction

Algorithm 1. Ensemble Feature Vector Construction
1: construct TSP feature vector on the given sample
2:
3: move a sliding window of Nt

n
terms over the given sample with a step of Nt

n
terms

4:
5: for each position i of the sliding window do
6: construct TSP feature vector on the current local area
7: end for
8:
9: combine the achieved feature vectors together to form the final feature vector
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Global features and local features tend to characterize samples from differ-
ent perspectives, where global features describe the overall characteristics of
each sample, while local features presents the local details. Global features and
local features should play different but necessary roles in depicting and clas-
sifying samples. Therefore, ensemble feature vectors of emails are constructed
by calculating TSP features on both the whole email and its local areas, as
presented by Algorithm 1. Finally, the global feature vector and the local fea-
ture vectors are combined together to form the feature vector of the sample, i.e.
v =< TSP,L − TSP 1, L − TSP 2, . . . , L − TSPn >.

4 Experiments

4.1 Experimental Setup

Experiments were conducted on PU1, PU2, PU3, PUA [26] and Enron-Spam
[27], which are all benchmark corpora widely used for effectiveness evaluation in
spam detection. Support vector machine (SVM) was employed as classifier in the
experiments. WEKA toolkit [28] and LIBSVM [29] were utilized for implemen-
tation of SVM. 10-fold cross validation was utilized on PU corpora and 6-fold
cross validation on Enron-Spam according to the number of parts each of the
corpora has been already divided into. Accuracy and F1 measure [30] are the
main evaluation criteria, as they can reflect the overall performance of spam
filtering.

4.2 Investigation of Parameters

Experiments have been conducted on PU1 to investigate the parameters of the
ETSP approach by utilizing 10-fold cross validation. Besides the term selection
parameter p and partition threshold parameter r in the TSP approach [25], the
ETSP method has got an external parameter n, which determines the granularity
of local areas those an sample is divided into and further the dimensionality
of the corresponding feature vectors. Small n brings coarse-grained local areas
and further low dimensionality of feature vectors, which may cause dilution
of local features and could not describe the local details well. While large n
may lead to incomplete and inaccurate representation of local features due to
the meticulous partition of local areas, making the process of extracting local
features meaningless.

Figure 2 shows the performance of ETSP under varied n, where information
gain is selected as the representative feature selection metric. As is shown, the
ETSP method achieves better performance with relatively smaller ns, and per-
forms the best when n = 2 happens in the parameter investigation experiments,
which meets our expectation well. For the specific problem of spam detection,
the vast majority of email samples in the communication traffic are of relatively
small lengths, no matter spam or legitimate emails, but with distinctive local
characteristics of term distribution, especially spam.
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Fig. 2. Performance of ETSP under varied n

4.3 Performance with Different Feature Selection Metrics

In the TSP approach, vertical partition of the original term space is performed
according to term evaluation given by feature selection metrics. Selection of
appropriate feature selection metrics is also crucial to performance of the ETSP
method. We selected document frequency (DF) and information gain (IG) as
representatives of unsupervised and supervised feature selection metrics respec-
tively to conduct verification experiments, which are widely used and perform
well in spam detection and other text categorization issues [31].

Table 1. Performance of ETSP with different feature selection metrics

Corpus Feature sel. Precision (%) Recall (%) Accuracy (%) F1 (%)

PU1 DF 96.33 97.29 97.16 96.77

IG 97.28 96.67 97.34 96.95

PU2 DF 93.95 89.29 96.62 91.29

IG 93.87 84.29 95.63 88.23

PU3 DF 96.66 95.66 96.59 96.12

IG 96.54 97.47 97.29 96.97

PUA DF 96.50 96.67 96.49 96.52

IG 96.58 94.91 95.70 95.67

Enron-Spam DF 94.97 98.35 97.32 96.57

IG 94.25 98.29 97.02 96.18

Performance of ETSP with respect to DF and IG on five benchmark corpora
PU1, PU2, PU3, PUA and Enron-Spam is shown in Table 1. As the experi-
mental results reveal, the ETSP method performs quite well with both DF and
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IG, showing good adaptability with different kinds of feature selection metrics.
Meanwhile, DF could outperform IG with ETSP as feature construction app-
roach in more cases of the experiments, indicating that the transverse partition
of the original term space is effective to make use of the information of term-class
associations, as the supervised feature selection metrics provide.

4.4 Performance Comparison with Current Approaches

Experiments were conducted on PU1, PU2, PU3, PUA and Enron-Spam to
verify the effectiveness of ETSP by comparing the performance with current
approaches. The selected approaches are Bag-of-Words (BoW) [30], concentra-
tion based feature construction (CFC) approach [21,32], local concentration (LC)
based feature construction approach [9,33] and the original TSP approach [25].
Tables 2, 3, 4, 5 and 6 shows the performance of each feature construction app-
roach in spam detection when incorporated with SVM.

Among the selected approaches, BoW is a traditional and one of the most
widely used feature construction approach in spam detection, while CFC and
LC are heuristic and state-of-the-art approaches by taking inspiration from bio-
logical immune system. LC-FL and LC-VL utilize different local areas definition
strategies. As we can see, ETSP far outperforms not only BoW, but also CFC
and LC, in terms of both accuracy and F1 measure. This strongly verifies the
effectiveness of ETSP as a feature construction method in spam detection.

Table 2. Performance comparison of ETSP with current approaches on PU1

Approach Precision (%) Recall (%) Accuracy (%) F1 (%)

BoW 93.96 95.63 95.32 94.79

CFC 94.97 95.00 95.60 94.99

LC-FL 95.12 96.88 96.42 95.99

LC-VL 95.48 96.04 96.24 95.72

TSP 96.90 96.67 97.16 96.74

ETSP 96.49 97.08 97.34 96.95

Table 3. Performance comparison of ETSP with current approaches on PU2

Approach Precision (%) Recall (%) Accuracy (%) F1 (%)

BoW 88.71 79.29 93.66 83.74

CFC 95.12 76.43 94.37 84.76

LC-FL 90.86 82.86 94.79 86.67

LC-VL 92.06 86.43 95.63 88.65

TSP 94.09 83.57 95.63 88.12

ETSP 93.95 89.29 96.62 91.29
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Table 4. Performance comparison of ETSP with current approaches on PU3

Approach Precision (%) Recall (%) Accuracy (%) F1 (%)

BoW 96.48 94.67 96.08 95.57

CFC 96.24 94.95 96.05 95.59

LC-FL 95.99 95.33 96.13 95.66

LC-VL 95.64 95.77 96.15 95.67

TSP 96.37 97.09 97.05 96.69

ETSP 96.54 97.47 97.29 96.97

Table 5. Performance comparison of ETSP with current approaches on PUA

Approach Precision (%) Recall (%) Accuracy (%) F1 (%)

BoW 92.83 93.33 92.89 93.08

CFC 96.03 93.86 94.82 94.93

LC-FL 96.01 94.74 95.26 95.37

LC-VL 95.60 94.56 94.91 94.94

TSP 95.91 96.49 96.05 96.11

ETSP 96.50 96.67 96.49 96.52

Table 6. Performance comparison of ETSP with current approaches on Enron-Spam

Approach Precision (%) Recall (%) Accuracy (%) F1 (%)

BoW 90.88 98.87 95.13 94.62

CFC 91.48 97.81 95.62 94.39

LC-FL 94.07 98.00 96.79 95.94

LC-VL 92.44 97.81 96.02 94.94

TSP 94.29 98.21 97.02 96.14

ETSP 94.97 98.35 97.32 96.57

Compared with the original TSP, ETSP achieves not only better but also
more balanced performance on different corpora in the experiments. This demon-
strates that taking both global and local features into account in feature per-
spective could bring both better performance and better robustness. It is worth
mentioning that ETSP could perform better than TSP mainly on some spe-
cific email samples with particularly different term distribution characteristics
in some local areas of the emails. Thus, the performance improvement of ETSP
approach compared with TSP approach could not be dramatically. The ETSP
approach could be an alternative implementation strategy of TSP with better
robustness.

In the experiments, we conducted parameter investigation on a small cor-
pus and applied the selected group of parameter values on all the benchmark
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corpora with different sizes and email sample length distributions utilized for per-
formance verification. From the experimental results, the ETSP method possess
good parameter generalization ability and this further endows it with adaptivity
in real world applications.

5 Conclusions

In this paper, a term space partition based ensemble feature construction method
for spam detection was proposed by taking both global and local features into
account in feature perspective. The experiments have shown: (1) utilization of
sliding window successfully constructs local features of email samples; (2) the
ETSP method cooperates well with different kinds of feature selection met-
rics and shows good parameter generalization ability, endowing it with flexible
applicability in real world; (3) the ETSP method shows better performance and
robustness by taking both global and local features into account during spam
detection.
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Abstract. It is widely accepted that it is important to use a proper
Computer Science terminology to communicate with other computer
scientists. To learn Computer Science concepts students also need to
speak about topics in school meaningfully. This article reports a method
to identify German Computer Science terms for teaching from a set of
German textbooks and web pages. It identifies future work to create a
suitable German Computer Science Education terminology.

Keywords: Computer Science Education · Terminology · Text mining ·
Term extraction · Reference analysis

1 Introduction

During everyday school life students use different terminologies. Each school
subject uses a characteristic terminology. These characteristic terms are used in
spoken and written language. Computer Science Education (CSE) classes are
no exception, students “need specific terms to communicate about topics of our
science in class and also outside in everyday life” [1]. The most national school
curricular claim that students need to use a proper human language/terminology
for learning Computer Science (CS) concepts. Without an understanding of CS
terms students are hardly able to adapt CS concepts in action (cf. [3]).

In 2015 Diethelm and Goschler reflected on the meaning of terminology in CS
classes and explained the importance of language skills (cf. [1]). They formulated
different general questions related to CSE and its terminology. Above other, they
formulated the following question:

“What is a suitable set of terms and definitions for CS teaching for intro-
ducing and applying a certain concept in CS classes?” [1]

At first sight national CSE curricular and CS dictionaries are helpful to
identify potential topics or terms, but their content is very heterogeneous and
may not help us to define CSE terms. This depends, for instance, on different
school-based competence definitions, school types, age groups and educational

c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 219–226, 2016.
DOI: 10.1007/978-3-319-40973-3 21
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regulations. The example of Germany demonstrates the complexity of educa-
tional frameworks: Each German federal state (there are 16 federal states in
Germany) has more or less, but at least one CSE curriculum. Each of these
curricular describes competences or CS skills but they do not describe school
content/terms in detail, define them or describe the requirements of language in
class (cf. [1]).

Another source of terms are different CS dictionaries. They are editorial and
contain CS terms and definitions, but in general they are not approved for CS
teaching. To create a suitable dictionary, as introduced by Kim and Cavedon
(cf. [4]), by using terms from different web pages like wikipedia.org we may
not achieve terms for CS teaching.

To create a German CSE terminology we apply a difference analysis to iden-
tify terms from a text corpus. The initial corpus consists of 40 German textbooks
and content from 10 German CSE web pages (cf. http://www.uni-oldenburg.de/
informatik/ddi/personen/dipl-inform-joern-syrbe/korpus/).

These textbooks are made available from the German publishers: Herdt-
Verlag, DUDEN PAETEC Verlag, Oldenborg Schulbuch Verlag and Ernst-
Klett-Verlag.

Our method to extract technical terms is described in Sect. 2. An evaluation
of our first results is presented in Sect. 3. We will then discuss our findings in
Sect. 4 and will finish with an outlook in Sect. 5 to find a suitable set of German
CSE terms.

2 Methods

For the purpose of detecting technical terms in a text corpus we apply a method
called “difference analysis”. This method compares two text corpora in order
to determine the words which occur at a significantly higher frequency in one
of these corpora. The text corpus, in which we want to detect technical terms,
consists of a number of school texts about computer science. We call this corpus
the analysis corpus. Since this corpus consists of texts about computer science we
are looking for technical terms in the field of computer science. The second text
corpus, which we compare against the analysis corpus, is composed of thousands
of newspaper articles and is supposed to be general-language. This corpus is
called the reference corpus.

The method is based on the underlying assumption that technical terms
occur more frequently in technical texts than in common language texts. Since
not all words which occur more frequently in technical texts than in the general
language are necessarily technical, we speak of potential technical terms. The
efficacy of the difference analysis for detecting technical terms is measured as the
ratio of the number of actual technical terms to the number of all words which
occur more frequently in our analysis corpus than in our reference corpus.

Our approach is based on the description of the difference analysis in [2].
For the Performing of the difference analysis it is necessary to determine the
frequency of occurrence for each word of the analysis corpus in both corpora.
Each word is then classified into one of four classes as follows:

http://www.uni-oldenburg.de/informatik/ddi/personen/dipl-inform-joern-syrbe/korpus/
http://www.uni-oldenburg.de/informatik/ddi/personen/dipl-inform-joern-syrbe/korpus/
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1. Words which occur relatively less frequently in the analysis corpus than in
the reference corpus.

2. Words which occur approximately the same number in both corpora.
3. Words which occur relatively more frequently in the analysis corpus than in

the reference corpus.
4. Words which occur in the analysis, but not in the reference corpus.

The classes 3 and 4 are relevant for the detection of technical terms. Whereas
no further steps are needed for words of class 4, we need to define a threshold
for words of class 3. This threshold specifies the border between words of class
2 and class 3. It defines when a word belongs to the resulting set of potential
technical terms. In order to get this resulting set, we have to compare a word
of the analysis corpus with the same of the reference corpus. We accomplish
that by determining the ratio between this word and the word which occurs
most frequently in the text corpus. More precisely, we determine for each word a
certain value, which is called the “frequency category”. The frequency category
of a word w is calculated by the following formula:

FC(w) = �log2 |wmax|
|w| �. (1)

In this formula |w| stands for the frequency of occurrence of the word w.
|wmax| is the frequency of occurrence of the most frequent word of the text
corpus. For each word of the analysis corpus which occurs also in the reference
corpus we calculate the above formula twice, once for the analysis corpus and
once for the reference corpus. The resulting frequency category is an integer
starting with 0. A low value of the frequency category of a word w indicates that
the w occurs frequently in the text corpus.

To determine if a word w with the frequency category FCana(w) of the
analysis corpus and the frequency category FCref (w) of the reference corpus
belongs to the resulting set of the potential technical terms we now just need to
define a threshold. This threshold is a factor f . A word belongs to the resulting
set if for the threshold the following applies:

FCana(w) · f <= FCref (w). (2)

The threshold has to be greater than zero. Otherwise every word of the
analysis corpus belongs to the resulting set. This threshold is the only variable
that affects the ratio of technical terms to non-technical terms in the difference
analysis.

3 Results

We had an analysis corpus with a size of 1,627,382 words and a reference corpus
with a size of 131,195,951 words. We conducted the difference analysis for differ-
ent values of the threshold f . For increasing values of the threshold we expected
a decreasing number of potential technical terms which were identified by the
difference analysis. Actually we obtained the following results (Table 1):
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Table 1. Potential technical words

Threshold f Number of potential technical words

2 32,410

4 31,945

8 31,942

16 31,942

32 31,942

As shown in the table a value larger than eight always results in the same
number of identified potential technical words. This is because all of these 31,942
words just occur in the analysis corpus. They are therefor words of the class 4
and belong independently of their frequency categories to the resulting set.

Since we are looking for technical terms we are interested in the resulting set
which has the highest ratio of the number of technical terms to the total number
of all words of the set. Therefor we examine the resulting set more closely which
we obtained with a threshold of eight or greater.

To gain the ratio of technical terms to to all words of the resulting set we
determine for a collection of 100 random words whether they are technical or
not. We consider a word to be technical in the field of computer science if this
word has a specific meaning within computer science. In the collection obtained
with a threshold of eight we found 46 technical terms. Hence, approximately
46 % of the words can be regarded as technical terms. But this ratio can be
increased with the following steps.

Lower Bound for the Frequency of Occurrence
Of the 31,942 words of the resulting set 17,363 words occur only once in the
analysis corpus. The unique occurrence of a word can often be explained with
spelling mistakes. Therefor we reduce the resulting set of the potential technical
terms by every word which occurs only once in the analysis corpus. The new set
consists of 14,579 words. Again we determine the ratio of technical terms to all
words with a random selection of 100 words. Now we have 50 technical terms so
that 50 % of the words of the resulting set can be regarded as technical. This is
just an improvement by four percentage points. It is obvious that this heuristic
not only removes non-technical terms but also actual technical terms. However,
we apply this heuristic because we aim for a high proportion of technical terms.

No Punctuation Characters and Digits
Many words of the resulting set are not proper words. We find URLs, file names
and parts of source code, which we sometimes can easily identify by the full-stop
operator. To remove these non-technical terms we ban all words which include
digits or punctuation characters. The only punctuation character we allow is the
hyphen. With this approach we reduce the set by 833 words to 13,746 words
while the ratio of technical terms to all words increases by seven percentage
points to 57 %. Compared to the lower bound we achieved with this method a
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bigger growth in the ratio of technical terms to all words by a less decrease of
the total number of words in the resulting set.

List of Verbs

Stop words and other general-language words are supposed to occur approxi-
mately the same proportion in both corpora. Thus, these words are classified
into class 2 and will not be included into the resulting set. Some verbs however
occur in the resulting set because they are used in the analysis corpus, but not
in the reference corpus. In order to remove these verbs from the resulting set we
assembled a list of all German verbs and their inflections by means of the website
http://www.verbformen.de/. With this list we are able to reduce the resulting
set again. The number of potential technical terms decreases by 288 words from
13,746 to 13,458. But the ratio of technical terms to all words increases by two
percentage points to 59 %.

As shown in Fig. 1 the improvements cause a change in the ratio of technical
terms to all words and also in the number of words in the resulting set. The
ratio of technical terms to all words raises by 13 % percentage points, while
concurrently the number of words in the resulting set decreases from 31,942 to
13,458. This means that the number of words reduces by almost 58 %. In Fig. 1
the steps 1 to 4 refer to the resulting sets which we gained by execution of the
difference analysis, by applying a lower bound for the frequency of occurrence,
by removing all words with punctuation characters or digits and by removing
all verbs from the resulting set.

A selection of potential CS terms we identified are presented in Table 2.

Fig. 1. Effects of the improvements

http://www.verbformen.de/
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Table 2. Selection of potential German CSE terms

F (w) German English translation

725 Klassendiagramm Class diagram

524 Datentyp Data type

488 OOP Abbr.: object oriented programming

440 Attributwerte Attribute value

435 Konstruktor Constructor

417 Bezeichner Identifier

382 Struktogramm Structure chart

341 Primärschlüssel Primary key

333 SELECT Select

341 Datenelement Data element

246 Fremdschüssel Foreign key

241 Anforderungsdefinition Requirements definition

148 Schl Schl

126 DBMS DBMS

125 PROLOG Prolog

120 Ampel Traffic light

Left Problems

Table 2 demonstrates that some problems still need to get solved to get a better
quality of the resulting set. One problem, that remains, are spelling mistakes
that occur more often than once (cf. Table 2 Schl). We can manage this problem
by increasing the lower bound for the frequency of occurrence. But this will also
result in a loss of a great number of actual technical terms. Another option to
manage this problem is the application of a normalization heuristics based on
stemming algorithms, which we motivate in Sect. 5.

Another problem are words which belong to the field of expertise of computer
science, but which can not be considered as technical terms. These words, for
example, can be keywords of a programming language (cf. Table 2 SELECT ),
identifiers for variables, methods or pseudo code instructions. It is possible to
remove the keywords by a list of all keywords like we did it with the verbs. But
it is impossible to have a full list of all identifiers because these can be chosen
arbitrarily. For that, a more advanced heuristic is needed (e.g. the identification
of pseudo code with regular expressions).

A further problem is the identification of words which are real technical
terms, but which belong to another field than computer science (cf. Table 2
Ampel). With a simple comparison of the words frequencies, as it is the proce-
dure of the difference analysis, we can not remove these terms. A solution could
be a clustering of words [2] or the inspection of the words co-occurrences [2] to
determine the affinity to one or another field of expertise. It is also worth men-
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tioning that even with a small threshold factor many technical terms which are
used in the analysis corpus do not get into the resulting set. These terms also
occur in the reference corpus frequently. Also we have to underline the fact that
the most words of the resulting set occur in different inflections, like singular or
plural forms. Hence we have to consider how we can remove redundant words.

4 Conclusion

With the difference analysis it is possible to detect technical terms in a text
corpus. But the resulting set of words contains too many words which are not
technical. Without improvements roughly every second word is not a technical
term. We were able to increase the ratio of technical terms to all words of this
set by applying various heuristics. But this increase has been at the expense of
words which are actually technical. Especially a lower bound for the frequency
of occurrence reduces the number of words and technical terms in the resulting
set significantly. In order to minimize the amount of unintentionally removed
technical terms it is, therefor, necessary to increase the frequency of occurrence
of each technical term. This can only be achieved by extending the analysis
corpus.

But also the reference corpus is too small although it is more than 80 times
larger than the analysis corpus. All words of the resulting set which we obtained
with a threshold of eight or greater just occurred in the analysis corpus. To
compare the frequency of occurrence of a technical term with its frequency of
occurrence in the common language it is required that the term also occurs in
the reference corpus, which is used in the difference analysis. Only this way we
get a meaningful result. Otherwise the technical term belongs independently of
its frequency category to the resulting set of potential technical terms. So, with
a much bigger reference corpus we expect also for threshold factors larger than
eight a decreasing number of words in the resulting set. This would allow us to
specifies a stricter threshold.

Despite all applied heuristics 41 % of the words of the resulting set are not
technical. To reduce this percentage further improvements are necessary. Also
we need to find a solution for finding technical terms which were not identified
by the difference analysis.

5 Outlook

With the lower bound for the frequency of occurrence of a word we not just
remove spelling mistakes, but also a lot of actual technical terms. This is because
many technical terms only occur very rarely or they occur in different inflections.
A Solution, proposed in [5], could be the inflectional stemming. This method
has the goal to eliminate variations of one and the same word. An inflected
word is supposed to be mapped on its uninflected version. This would result in
higher frequencies of all words which occur in the text corpus more than in one
inflection.
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For detecting technical terms we have to look for nouns, because verbs or
adjectives rarely represent a technical term. Another method that is proposed
in [5] is the part-of-speech tagging. This method allows to recognize nouns or
other word classes. Thus, it allows us in both text corpora to reduce the number
of words to nouns before we even start with the difference analysis. A reliable
part-of-speech tagging would render unnecessary lists of words, like the verbs
list we used in Sect. 3, and it would reject even more words which can not be
technical.

Big problems are also caused by code fragments which are used in texts of
the analysis corpus. These fragments contain identifiers of variables and methods
which, after all improvements, still can be found frequently in the resulting set of
potential technical terms. To remove these identifiers from the resulting set we
could need an approach that is able of identifying and eliminating code fragments
from given texts. Such an approach could exploit the fact that all programming
languages follow a strict syntax. A heuristic that is able to detect parts of code
would remove these from all texts of the analysis corpus before we actually
assemble the corpus.

In this article we applied a known technique to extract terms from a corpus of
German textbooks. With this technique and some further heuristics we received
a set of terms from German CSE textbooks. This set of terms can be considered
as a starting point to create an appropriate dictionary for CSE terminology. Now
we need to improve the method by additional techniques.
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Abstract. Automatically identifying and extracting main text from a news page
becomes a critical task in many web content analysis applications with the
explosive growth of News information. However, body contents are usually
covered by presentation elements, such as dynamic flashing logos, navigational
menus and a multitude of ad blocks. In this paper, we have proposed a function
word (FW) based approach which involves the concept of DOM tree structure
similarity (DTSS). Function words are the word that have no real meaning but
semantic or functional meaning. Experiment statistics show that function words
emerge a lot in main text, while they don’t appear or appear just once or twice in
presentation elements. Our approach involves three separate stages. Stage 1 is
learning stages. In stage 2, the number of function words in each paragraph is
counted and then the paragraph having the most function words is chosen to be
the sample. In stage 3, all body paragraphs are extracted according to their
similarity with the sample paragraph in DOM tree structure. Experiments results
on real world data show that the FW-DTSS based approach is excellent in
efficiency and accuracy, compared with that of statistics-based and Vision-based
approaches.

Keywords: News information extraction � Function word � DOM tree � DOM
tree structure similarity

1 Introduction

With the advance of News information online as well as the blooming of Internet,
Internet turns into the most widely information source. Then traditional News reading
model has changed, and it is the first choice to more and more people reading News on
the internet. In the work of Gibson et al. [1], they estimate that layout presentation
elements constitute 40 % to 50 % of all internet content and this volume has been
increasing approximately 6 % yearly. In recent years, large numbers of researches have
addressed this problem and many important researches have been put forward. Dif-
ferentiated by their scopes, these works can be categorized into three methods, which
are DOM (Document Object Model) based, vision-based and statistics based:

(a) DOM-based segmentation approaches [2–4] need construct the DOM tree struc-
ture from the HTML source of the news page and then do extraction operation.
The news page needs firstly to be transferred to normalized XHTML and built to a
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DOM tree. Thus target contents are fetched by HTML tags. However, Such DOM
tree processing tasks are time-consuming and is not suitable for explosive news
sources.

(b) Vision-based page segmentation (VIPS) [5–7] is an approach based on the
characteristics of human vision. It firstly extracts all the suitable nodes from the
DOM tree. After that, it makes full use of page layout features such as font, color
and size to find the separators, which denotes the horizontal or vertical lines in a
web page that visually do not cross any node. However, large amounts of com-
putations are needed in this kind of algorithm to analyze the web page, besides,
the algorithm has inherent dependence on the data sources.

(c) Statistics-based segmentation approaches [8] don’t concentrate on detailed
structure of news pages but aim to extract main text from large chunks of HTML
code through large training sets. It uses statistics methods to save time, but such
methods doesn’t keep accuracy.

In this paper, An FW-DTSS based approach is designed that integrates the concepts
of DOM tree structure similarity (DTSS) with the function words’ characteristic of a
news page. Our approach is based on a practical observation that function words
emerge a lot in main text while don’t appear or appear just once or twice in presentation
elements. Chinese lexicon are mainly divided into two categories which are function
and content words. Function words are the word that have no real meaning but
semantic or functional meaning that include adverb, preposition, conjunction, auxiliary
word, interjection and mimetic word [9, 10]. According to our statistical results,
function words usually appear with high probability in the body contents. In this paper,
sample paragraphs of news pages should firstly be fetched. After that, all the target
paragraphs would be fetched based on the fact that all the body paragraphs share
similar DOM tree structures.

2 FW-DTSS Based Approach

The FW-DTSS based approach we propose in this paper can extract target texts higher
efficiency and better accuracy. The main tasks are (1) to extract the sample paragraph
by counting for the number of function words occurred in every paragraph; (2) to
extract all body paragraphs according to their similarity in DOM tree structure.

2.1 Code Preprocessing

In today’s information storage and retrieval applications, the growth in presentation
elements increases difficulty in extracting relevant content. For example, tokens,
phrases, extraction results, those presentation elements need to be removed, as shown
below:

(1) Get the text between the pair of <BODY> tags;
(2) Delete all blank lines and redundant white-spaces;
(3) Delete HTML tags listed in Table 1 from the paper of Bu et al. [18], because the

contents between which are always noise information.
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(4) All HTML tags must be nested and matched, that is, they must be the structure
like <A>…<B>…</B>…</A>.

(5) Read one line from top to bottom of HTML source, and add <text> before text
information, and add </text> finally when all text information is read.

(6) Replace all tags between <text> and </text> with “&nbsp”.

After the above steps, we obtain normalized web page HTML source with less
noise information. For convenience, we regard all texts including very short one
between <text> and </text> as paragraphs.

2.2 Feature Extraction

Main texts of a News page are usually divided into several long and short paragraphs
where many function words appears frequently, while function words appears in short
presentation elements in a low probability. To prove our assumption, we performs a
statistical analysis that precision, recall and F-measure of the paragraphs having at least
i function words which belongs to body paragraphs on 10000 News pages including
Sina news, Xinhua net, CCTV news and so on based on function words table in
Table 2 from Quan et al. [11], and the results are in Fig. 1.

In Fig. 1, precision of the paragraphs, which have at least 3 function words,
belonging to body paragraphs is 99.23 %, and the more function words a paragraph
has, the higher precision it is a body paragraph according to the figure. Recall of the
paragraphs, which have at least 3 function words, belonging to body paragraphs is
98.02 %, that is, 9802 ones in these 10000 news pages have paragraphs including at
least 3 function words. We did an another experiment to prove our assumption further.
We firstly fetched the paragraphs having the largest number of function words in these
10000 news pages. And the probability of these paragraphs belonging to body para-
graphs is 99.84 %. Thus we can draw the conclusion that the paragraph having the
largest number of function words has a high possibility to be body paragraph.

3 Experiment and Analysis

3.1 Crossover-Randomized Experiment

We chose 10 mainstream news sites including Sina news, Xinhua net, CCTV news and
so on, then we random fetched 1000 news pages in each site. To ensure the experiment

Table 1. Some useless tags in HTML source files

Useless HTML tags

<head>,<script>,<noscript>,<style>,<meta>,<!-->,<param>,<button>,<select>,<opt

group>,<option>,<label>,<textarea>,<fieldset>,<legend>,<input>,<image>,<map>,

<area>,<form>,<iframe>,<embed>,<object>,<link>

An FW-DTSS Based Approach for News Page Information Extraction 229



randomness, training set consists of 5000 news page from 5 mainstream news sites,
while test set consists of 5000 news page from the other 5 mainstream news sites.
Specifically, there are two stages here. Stage 1 is from step 1 to step 5. Stage 2 is in
step 6, which exchange the training and test sets and carry out all steps above again.

– Step 1: To all the 5000 training sets extracted already, preprocess the codes
according to Sect. 3.1. Then record the normalized web page HTML sources and
label them from 1 to 5000 to make sure that every page is independent.

(a) Precision of function words 

(b) Recall of function words;  (c) F-measure of function words 

Fig. 1. Precision, recall and F-measure of the paragraphs having at least i function words

Table 2. Experiment results on 5 test news sites

Fenghuang Chinanews Cankaoxiaoxi Zhonghua Yangshi

Precision 100% 100% 100% 100% 100%

Recall 100% 100% 96.2% 100% 100%

F-measure 100% 100% 98.1% 100% 100%
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– Step 2: To every normalized news page in the training set, read the HTML source
codes row by row, and record all the chains from root <html> to leaf <text>. The
record is shown in Fig. 2, all 5000 pages are recorded like this.

– Step 3: Calculate the number of function words between <text> and </text>, the
paragraph with the largest number of function words is chosen to be the sample
paragraph. Record the root-to-leaf chain of the sample paragraph. The chains of
sample paragraph record are shown in Fig. 3, all chains of sample paragraphs in
5000 pages are recorded like this.

– Step 4: To all paragraphs of every news page in training set, calculate their indexes
of DOM tree structure similarity with sample paragraph according to formula 1.
The threshold is then selected so that the news page information extraction in this
training set is optimal. Corresponding results are shown in Fig. 4 when different
thresholds are set. We can see from the figure, it is optimal when the threshold is set

Fig. 2. Root-to leaf chains of training set

Fig. 3. Root-to-leaf chains of sample paragraphs
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to be 0.95 as F-measure is the highest. The corresponding precision, recall and
F-measure of 5000 test sets are 100 %, 99.3 % and 99.6 %

– Step 5: According to the threshold set in step 4, experiment on 5000 test set is done
to and the result on different news sites is shown in Table 3. And the precision,
recall and F-measure of total 5000 test sets are 100 %, 99.3 % and 99.6 % when the
threshold is 0.94. From the results we can draw a conclusion that the FW-DTSS
method is excellent in efficiency and accuracy.

(a) Precision under different thresholds 

(b) Recall under different thresholds 

(c) F-measure under different thresholds 

Fig. 4. Experiment result of 5000 test sets

Table 3. Experiment results on 5 test news sites

Sina Xinhua Sohu Tengxun Hao123

Precision 97.3% 100% 100% 100% 100%

Recall 100% 100% 100% 94.3% 100%

F-measure 98.6% 100% 100% 97.1% 100%
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– Step 6: To ensure accuracy and randomness, exchange training sets and test set and
carry out all steps above, the result is shown in Fig. 5 and Table 3. And the
precision, recall and F-measure of total 5000 exchanged test sets are 99.2 %,
99.1 % and 99.1 % when the threshold is 0.95. From the results we can draw a
conclusion that the FW-DTSS method is excellent in efficiency and accuracy.

4 Conclusion

In this paper we have proposed an FW-DTSS based approach to extract the main text
content from web pages, which involves the following two steps: (1) to fetch the
sample paragraph by counting for function words occurred in every paragraph. (2) To
fetch the all body paragraphs according to their similarity in DOM tree structure. In
order to complete the steps, our experiment has three Stages. Stage 1 is learning stage,
where the original HTML source needs necessary preprocessing and function words’
features in main text are extracted. In Stage 2, similar preprocessing is performed on
testing sets, after that, the paragraph which has most function words is chosen to be the

(a) Precision under different thresholds 

(b) Recall under different thresholds 

(c) F-measure under different thresholds 

Fig. 5. Experiment result of 5000 exchanged test sets
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sample paragraph. In Stage 3, all the paragraphs’ feature in DOM tree structure are
extracted, according to which all body paragraphs are fetched and they are the target
main texts of News pages.
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Abstract. Recommender system (RS) is a web personalization tool for
recommending appropriate items to users based on their preferences from
a large set of available items. Collaborative filtering (CF) is the most pop-
ular technique for recommending items based on the preferences of sim-
ilar users. Most of the CF based RSs work only on the overall rating of
the items, however, the overall rating is not a good representative of user
preferences for an item. Our work in this paper, is an attempt towards
incorporating of various criteria ratings into CF i.e., multi-criteria CF, for
enhancing its accuracy through multi-linear regression. We suggest the use
of multi-linear regression for determining the weights of individual crite-
rion and computing the overall ratings of each item. Experimental results
reveal that the proposed approach outperforms the classical approaches.

Keywords: Recommender systems · Collaborative filtering · Multi-
criteria decision making · Linear regression

1 Introduction

During last decade, information is expanding tremendously. Instead of helping
the users, this great amount of information caused the problem of information
overload. To handle this explosive growth of information, a personalization tool is
needed that can assist a user to get the valid and appropriate information. Rec-
ommender system (RS) is one of the most successful personalization tools that
guides a user to select an appropriate item from a large set of alternatives [1,2].

Generally, recommender system employs three major filtering techniques,
namely, collaborative filtering (CF), content-based filtering (CBF) and hybrid
filtering (HF). Among these techniques, collaborative filtering is widely used in
the recommender system. Most of the existing RSs are based on the single cri-
terion collaborative filtering [3,4], In a single criterion CF, only overall rating
of item is considered, but the overall rating of an item depends on the differ-
ent criteria. So instead of considering only single criterion, multiple criteria are
should be used in multi-criteria CF [3,5]. In heuristic approaches of MCCF, all
criteria have same priorities, but this is not an optimal scenario because differ-
ent users have different priorities on various criteria, so in [3,9], it was suggested
c© Springer International Publishing Switzerland 2016
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that weights on these criteria can be computed using either some machine learn-
ing techniques or any appropriate statistical techniques. Based on the above
discussion, the contributions of our paper can be summarized as follows:

– First of all, we propose the use of multi linear regression approach for deriving
the individual weight for each criterion.

– Second, we aggregate similarities and ratings for different criteria using these
weights.

– Third, we perform rigorous experiments, on very popular and large Yahoo
movie dataset by varying the number of users and compare our approach with
various benchmark algorithms for single criterion and multi-criteria CF.

The rest of this paper is organized as follows: Sect. 2 describes background related
to MCCF and multi linear regression. In Sect. 3, we have discussed proposed
approach. Section 4 shows experimental evaluation of our proposed approach.
Finally, last Section provides some concluding remarks.

2 Background and Related Work

This section briefly describes collaborative filtering for multi-criteria and multi
linear regression.

2.1 Multi-criteria Recommender System

In multi-criteria RS, user rates various criteria of an item. The complete process
of multi-criteria CF can be summarized into the following three phases:

– Phase 1 (Similarity computation): In this phase, first multi-criteria data
set is divided into k single criterion datasets (where k is the number of criteria)
and then similarities are computed for each criterion separately using some
similarity measures like Pearson correlation and cosine similarity [3]. Now,
overall similarity is computed using any aggregation function [10,11] which is
expressed as follows :

Simaggregate(u, u′) =
k∑

c=0

wcsimc(u, u′) (1)

where, wc is the weight of each criterion. In the above equation, if weights are
same for all criteria, like w1 = w2 = w3 = .... = wk then aggregation function
is similar to the average of similarities [3]. But this technique is not appropriate
for aggregation because weights may be different for each criterion and it is a
challenge to find these weights. Therefore, we use multi linear regression for
computing these weights for various criterion.

– Phase 2 (Neighborhood generation): After computing similarities
between active user and remaining users, neighborhood set is formed as a col-
lection of similar users either using nearest neighbor approach (Top N users)
or threshold based approach.
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– Phase 3 (Prediction of unknown rating): In this phase, unknown rating
is predicted for each criterion separately using following prediction function
[7,12]:

rpu,i =
1∑

u′∈Ut
|Sim(u, u′)|

∑

u′∈Ut

Sim(u, u′) × ru′,i (2)

Now, these ratings are aggregated and overall rating is predicted for the users
[12,13].

2.2 Multi Linear Regression

Linear regression is a statistical technique for finding the relationship between a
dependent variable Y and independent variable X [14,15]. If independent vari-
able is one then it is called simple linear regression and in case of more than
one independent variables it is known as multi linear regression. Multi linear
regression can be represented as follows:

Y = w0 + w1x1 + w2x2 + ... + wkxk (3)

where, Y is called as dependent variables and x1, x2, ..., xk are independent vari-
ables. w0, w1, w2, ..., wk are the weight parameters corresponding to independent
variables which are computed on the basis of some observations. In proposed
approach, multi linear regression is used to find the weights for different criteria.

3 Proposed Recommendation Approach

This section describes the proposed multi-criteria recommender system utilizing
the concept of multi linear regression. Multi linear regression is used to aggregate
the similarities and to find the overall ratings by using weights for each criterion.
Before presenting our proposed approach, we discuss about the inputs required
for our system. For multi-criteria RS, Let U = {u1, u2, u3, ..., un} be the set of
n users , I = {i1, i2, i3, ..., im} is the set of m items. and C = {c1, c2, c3, ..., ck}
is the set of k criteria. The rating vectors for user u to item i is represented as
R(u, i) = (r0u,i, r

1
u,i, r

2
u,i, ...., r

k
u,i), which consists of an overall rating r0u,i, and k

multi-criteria ratings r1u,i, r
2
u,i, ...., r

k
u,i. Our proposed system has following three

phases:

Phase 1: Multi-linear regression based similarity computation
Phase 2: Neighborhood generation
Phase 3: Multi-linear regression approach to prediction

– Phase 1. Multi-linear regression based similarity computation:
In proposed multi-criteria RS, following two steps are required for similarity
computation.
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• Step 1 (Similarity computation for each criterion): In this step,
multi-criteria ratings are divided into k single criteria ratings and then
similarities are estimated between user u and u’ is computed as follows:

simc(u, u′) =

∑
i∈I(r

c
u,i − r̄cu)(rcu′,i − r̄cu′)√∑

i∈I (rcu,i − r̄cu)2
√∑

i∈I (rcu′,i − r̄′c
u )2

(4)

where c represents the different criteria, i.e., c = {1, 2, 3, ..., k}.
• Step 2 (Aggregation of similarities): In this step, overall similarity

is computed using following equation:

sim(u, u′) = w0 +
∑

c∈{1,...,k}
wcsim

c(u, u′) (5)

where, simc(u, u′) is the similarity between user u and u′ ∈ U for criteria
c ∈ {1, ..., k}, wc is the weight parameter for criteria c ∈ {1, ..., k} and w0

is the error term.
Using multi-linear regression, weight parameters are estimated on

the basis of previously rated item by users which is called training data.
Table 1 represents the training data.

Table 1. Presentation of training data

S.No. C1 C2 . . . Ck C0

1 r1,1 r2,1 rk,1 r0,1

2 r1,2 r2,2 rk,2 r0,2

. . . . .

. . . . .

n r1,n r2,n rk,n r0,n

Total
∑

i r1,i
∑

i r2,i
∑

i rk,i
∑

i r0,i

where, C1, C2, ..., Ck are different single criteria ratings and C0 is the
overall rating. rk,i is the rating of ith; i ∈ {1, 2, ..., n} training data for
criteria k. Based on the training data weight values are derived using
following equation in matrix form [5]:

⎡

⎢⎣
w1

...
wk

⎤

⎥⎦ =

⎡

⎢⎣

∑
i u

2
1,i . . .

∑
i u1,iuk,i

...
. . .

...∑
i u1,iuk,i . . .

∑
i u

2
k,i

⎤

⎥⎦

−1 ⎡

⎢⎣

∑
i u1,ivi

...∑
i uk,ivi

⎤

⎥⎦ (6)

where,

∑

i∈{1,...,n}
uj,iuk,i =

∑

i∈{1,...,n}
rj,irk,i −

∑
i∈{1,...,n} rj,i

∑
i∈{1,...,n} rk,i

n
(7)
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∑

i∈{1,...,n}
uj,ivi =

∑

i∈{1,...,n}
rj,ir0,i −

∑
i∈{1,...,n} rj,i

∑
i∈{1,...,n} r0,i

n
(8)

here, n is total number of samples in training data and j ∈ {1, 2, ..., k}.
w0 is called the error term which is computed as follows.

w0 = r̄0 − w1r̄1 − w2r̄2 − ... − wkr̄k (9)

By applying these weight values in Eq. (5) overall similarity is calculated.
– Phase 2. Neighborhood generation:

This phase is similar to the phase 2 of MCCF.
– Phase 3. Multi linear regression approach to prediction:

In this phase, we predict the overall rating using Eq. (2). In this equation,
the overall rating of an item given by these nearest neighbors is utilized.
The important task in this phase is to compute the overall rating of an item
through its criteria ratings. We have employed again a linear regression app-
roach to aggregate the criteria ratings. The aggregation function for this task
is expressed as follows:

r(u, u′) = w0 +
∑

c∈{1,...,k}
wcrc (10)

where, rc represents the rating for criteria c ∈ {1, ..., k}, wc is the weight
parameter for criteria c ∈ {1, ..., k} and w0 is the error term. these weights
are calculates using Eq. (6) and then we compute overall rating. After finding
overall rating, we have used Eq. (2) for predicting unknown rating to an active
user. Finally, we have recommended highly some predicted items to users.

4 Experiments and Results

We performed various experiments to analyze the effectiveness of the proposed
multi-criteria recommender system using Yahoo movie dataset, which consists
of 6078 users and 976 items. Each item has five different criteria from which
four are individual features and fifth is the overall rating. For experiments, 10
fold cross-validation mechanism is used. In each fold, 60 % data of each user is
considered as training data and 40 % data is used as test data. Training data is
used to learn the system and test data is used to analyze the performance of the
system. In order to evaluate the performance of our proposed system, we have
used mean absolute error (MAE), coverage, recall and f-measure as evaluation
metrices:

To demonstrate the feasibility and effectiveness of proposed system we have
compared our results with the following approaches:

– Single criterion CF (SCCF)
– Multi-criteria collaborative filtering using average similarity and ratings

(MCCF-A)
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Fig. 1. MAE comparison on different number of neighbors

Table 2. Performance comparison
via MAE, coverage, recall, f-measure

MAE Coverage Recall F-measure

SCCF 2.2406 0.9989 0.8477 0.8377

MCCF-AO 2.2367 0.9989 0.8483 0.8386

MCCF-A 2.2191 0.9989 0.8811 0.8452

MCCF-MO 2.2434 0.9990 0.8458 0.8367

MCCF-A 2.2227 0.9990 0.8786 0.8440

Proposed 2.1995 0.9990 0.9108 0.8500

Table 3. Performance comparison of the pro-
posed approach with other approach for differ-
ent number of users

Performance Measures Y 1000 Y 2000 Y 3000 Y 4000 Y 5000 Y 6078

MAE 2.3819 2.2.2803 2.2939 2.2539 2.2343 2.2406
SCCF F-Measure 0.8132 0.8280 0.88271 0.8370 0.8403 0.8377

MAE 2.3861 2.2952 2.2982 2.2466 2.2390 2.2367
MCCF-AO F-Measure 0.8120 0.8291 0.8283 0.8369 0.8405 0.8386

MAE 2.2396 2.2596 2.2692 2.2217 2.2164 2.22191
MCCF-A F-Measure 0.8165 0.8344 0.8354 0.8450 0.8455 0.8452

MAE 2.3842 2.2927 2.2934 2.2506 2.2387 2.2434
MCCF-MO F-Measure 0.8088 0.8267 0.8290 0.8354 0.8404 0.8367

MAE 2.3521 2.2622 2.2586 2.2293 2.2183 2.2227
MCCF-MA F-Measure 0.8137 0.8336 0.8364 0.8447 0.8454 0.8440

MAE 2.2212 2.2352 2.1987 2.1731 2.2030 2.1995
Proposed F-Measure 0.8457 0.8394 0.8435 0.8509 0.8484 0.8500

– Multi-criteria collaborative filtering using average similarity &overall rating
(MCCF-AO)

– Multi-criteria collaborative filtering using minimum similarity &average rating
(MCCF-MA)

– Multi-criteria collaborative filtering using minimum similarity &overall rating
(MCCF-MO).

4.1 Experiment 1

In this experiment, we calculate the predictive and classification accuracy of
proposed approach via MAE, coverage, recall and f-measure. Table 2. presents
results for these measures by taking 30 % most similar user as neighbors and
shows that our proposed approach outperformed in terms these measure. Figs. 1
and 2, show the results for different percentages of users ( 10 %, 20 %, 30 % and
40 %) on MAE and f-measure. It reveals that proposed approach has minimum
MAE and maximum f-measure.
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Fig. 2. F-measure comparison on different number of neighbors

4.2 Experiment 2

This experiment reflects the scalability of proposed approach. For this exper-
iments we choose six different subsets of Yahoo movie dataset, called Y 1000,
Y 2000, Y 3000, Y 4000, Y 5000, Y 6078. Table 3. depicts the effectiveness of
proposed approach under varying number of participating users. Fig. 3 depicts
the results of F-measure for different scheme on different subset of dataset.

Fig. 3. F-measure comparison for different users (Color figure online)

5 Conclusion

In this work, we have presented linear regression based multi-criteria recom-
mender system (MCRS) where linear regression is used to aggregate similarity
components on various criteria and to compute overall rating. Generally differ-
ent users have different priorities on various criteria where they evaluate these
criteria based on their perceptions. The aggregation of similarities based on each
criterion is quite challenging task in the area of MCRS because the used weights
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in aggregation task are not optimal. We have used linear regression approach
to compute these weights optimally. Experimental results on a popular Yahoo
dataset demonstrated that the adoption of linear regression approach in MCRS
has produced quality recommendation and established that our proposed app-
roach outperformed other heuristic approaches.

In our future work, we are planning to handle uncertainty associated with
user preferences using fuzzy sets [16] and we will explore some new methods for
dealing with correlation based similarity problems.
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Abstract. This paper presents a methodology for the classification of disorders
related to the area of Power Quality. Therefore, we used the Random Forest
algorithm, which corresponds to an effective data mining technique, especially
when dealing with large amounts of data. This algorithm uses a set of classifiers
based on decision trees. In this sense, the performance of the proposed
methodology was evaluated in a comparative way between the Random Forest
and the type J48 Decision Tree. For this analysis to be possible, synthetic
electrical signals were generated, where these disturbances were modeled
through parametric equations. After the performance analysis, it was observed
that the results were promising, since the Random Forest algorithm provides the
best performance.

Keywords: Random forest � Decision trees � Pattern classification � Feature
extraction � Power quality

1 Introduction

Disturbances related to the area of Power Quality (PQ) are characterized by changing
the waveforms of sinusoidal voltage and current, which can affect the operation of
certain equipment [1]. Among these disturbances, there are sags, swells, interruption,
harmonic distortion and oscillatory transients. Such disturbances are becoming a
problem for both the power utilities as well as consumers, making it necessary to
eliminate or mitigate the cause of their occurrences in order to ensure good power
quality.

Thus, the detection and classification of disturbances is a primary task so that
measures to control and mitigate disturbances can be adopted. However, this is no easy
task, because the identification of these disturbances often requires the analysis of a
large amount of data measured by equipment installed on the network, besides the fact
that many of the disturbances have similar features.

In this context, it is desirable to employ data mining tools, because they can identify
these PQ disturbances in a fast and automated manner. Additionally, it is desirable that
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these tools are able to analyze a large volume of data and to recognize a pattern in the
data in order to relate it to a possible disturbance.

The area of disturbance detection and classification has been the subject of several
studies in recent years [2]. These studies utilize techniques to extract relevant signal
characteristics. They reduce the dimensionality of the input data and remove redundant
features of the original vector.

The extracted features are then used as inputs to a method of pattern classification
responsible for relating an input vector with a disturbance. Among the most used
methods, we highlight Fuzzy Logic, Artificial Neural Network and Support Vector
Machine (SVM).

Following the above context, this work proposes the Random Forest (RF) algo-
rithm with the interest to hold a review/classification for a database composed of
waveforms that contain power quality disturbances. Random forest was developed by
Leo Breiman [3] and it fits many classification trees to a data set and then combines the
prediction from all the correlated trees. Each tree depends on the value of a separately
sampled random vector.

During the feature extraction step, time calculations on time domain that have low
computational effort are used.

Following, the feature vector is used as input to the RF so that the final response is
defined by the class that has the highest number of outputs, that is, by the account of the
outputs presented by each of the decision trees that compose the algorithm. Finally, the
classification results are obtained and compared with the response of a Decision Tree
(DT) that uses the training algorithm J48.

2 Database Composed of Synthetic Signals

The objective of the database modeling is to store the maximum number of signals with
different characteristics of the disturbances. These signs will be used to test the pro-
posed methodology. In this work, the occurrence of the following disturbances was
considered: voltage sags, swells, flickers, harmonic distortion, voltage interruptions,
oscillatory transients, voltage sags in conjunction with harmonic distortion and swells
together with harmonic distortions. A database was created consisting of windows
obtained for synthetically modeled disturbances, based on mathematical models pro-
posed in [4].

Therefore, the windows that make up the database were derived from 100 case
studies for each disturbance, and each of the disturbances has a total of 10 cycles at
nominal frequency of 60 Hz and sampled rate of 128 points per cycle.

This windowing occurs through the shifting of the data window (which is the size
of one cycle of the signal) in steps of 1 point until it covers the entire length of the
signal.

The result of the process is the construction of a database comprised of approxi-
mately: 14864 sag windows, 12671 swell windows, 19706 flicker windows, 34084
harmonic distortion windows, 13277 harmonic distortion with windows, 12769 har-
monic distortion with swell windows, 10366 interruption windows and 5836 transient
windows.
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3 Feature Extraction from Windowed Signals

As soon as a disturbance is detected, the classification step is activated, which uses a
stage of extraction of features combined to a decision tree. Thus, a set of 11 features is
extracted with the purpose of reducing the dimension of data and, hence, minimizing
the computational effort.

This set consists of the following features: standard deviation, entropy, Rényi
entropy, Shannon entropy, mean deviation, Kurtosis, RMS value, crest factor, the
balance between the maximum and minimum amplitude and peak value.

Thus, for each dj data, a Ck vector is extracted, where j represents the index of each
element contained in the window and that varies in the range {1 ! N}, N is the size of
the window, and k represents each characteristic in the range {1 ! 11}.

4 Random Forest

Random Forest corresponds to a collection of combined Decision Tree {hk(x,Tk)}, with
k = 1,2,…,L, where L is number of the tree, Tk is the training set built at random and
identically distributed, and hk represents the tree created from the vector Tk that is
responsible for producing an output x.

Decision Trees are tools that use divide-and-conquer strategies as a form of
learning by induction [5], the main advantage of which is the creation of compact,
highly readable structures, so that its results are easily understood. Thus, this tool uses a
tree representation, which helps in pattern classification in data sets, being hierarchi-
cally structured in a set of interconnected nodes.

The internal nodes of which test an input attribute/feature in relation to a decision
constant and, in this way, determine what will be the next descending node.

So the nodes considered to be leaves classify the instances that reach them
according to the associated label. Therefore, knowledge in a decision tree is represented
by each node which, when tested, engages in the search for a derived node until it
reaches a leaf node [5].

The induction process of a tree can be done manually. However, when there is a
large amount of data, this process becomes exhaustive, and therefore an automatic
induction approach may be used, which is normally based on supervised learning.
Thus, the algorithm proceeds to determine the nodes and leaves of the tree working
from a set of training data with its respective desired output values.

Other tools such as the Gabor Transform [6], the Phase Space Transform [7, 8] and
the Hilbert Transform [9] were also used within the ambit of Power Quality distur-
bances. In the case of the Gabor Transform, it can be said that among its advantages are a
good time-frequency resolution and a good signal/noise ratio, however, its computa-
tional complexity is directly proportional to the signal sampling rate. The Phase Space
Transform of signals, despite the good results shown in the literature, presents poorer
answers when signals are influenced by noise. As for the Hilbert Transform, in [9], the
authors used it together with empirical mode decomposition to decompose the signal
into simple oscillatory components in order to perform preprocessing; however, this
transform requires that the start and end of the signal have an amplitude equal to zero.
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Based on the surveys of the literature mentioned above, it is evident that a good
deal of the transforms present some disadvantageous aspect in relation to their appli-
cation in the extraction of features of Power Quality disturbances. Thus, for applica-
tions in Smart Meters, the Fast Fourier Transform presents itself as a more efficient
alternative, even by the fact that it has been widely employed for applications in
embedded hardware [10–12].

In addition to these features related to the transforms, it was noted that many of the
studies do not report accurately the size of the data window that is analyzed at each
interval of preprocessing of the signal or else they undertake the analysis using a large
data window (around 10 cycles), which is an uncommon procedure for applications in
Smart Meters.

Thus, classification methods that use windows with sizes less than or equal to one
cycle are more suitable for embedding in hardware, even though this approach makes
the problem of classification more complex due to the reduction in the amount of
information present in the window when compared to windows containing many
cycles.

The trees that make up the Random Forest are built randomly selecting m (value
fixed for all nodes) attributes in each node of the tree, where the best attribute is chosen
to divide the node. The vector used for training each tree is obtained using random
selection of the instances. Thus, to determine the class of an instance, all of the trees
indicate an output, where the most voted is selected as the final result.

Thus, the classification error depends on the strength of individual trees of the
forest and the correlation between any two trees in the forest.

5 Experimental Results

In problems that aim for pattern classification, the extraction of features is extremely
important since it seeks to reduce the dimensionality of the data that are synthesized in
the form of a feature vector, preserving and highlighting the useful information from
the original data. Thus, the computational effort required by the classifier can be
minimized, and therefore can be a facilitating agent for methods to be embedded in
hardware [13].

As previously mentioned, the Decision Trees (DT) and the Random Forest
(RF) were trained and validated using a set of data consisting of the windows of signals
acquired from the database.

Therefore, the training set is composed of 70 % of the windows and the
test/validation set corresponds to the 30 % of the remaining windows. The random
forest is formed by 10 decision trees and the number of attributes selected in each node
is equal to 4. This made it possible to obtain and evaluate the success rate for each
disturbance, as well as the average accuracy of classifiers. The comparison of the
classification results is presented in Table 1.

Through the results presented in Table 1 it is found that the performance of the two
used classifiers is satisfactory, however, it can be seen that the approach based on
Random Forest presents better results when compared with the approach based on type
J48 Decision Trees.
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The RF had a precision 10 % higher than the DT. Additionally, the proposed
algorithm can identify large part of the disturbances with accuracy greater than 99 %.

Since the results obtained during the validation step were quite satisfactory, it was
then possible to subject the classifiers to the test step, where the feature extraction step
and the classifiers were embedded in the smart meter. Thus, laboratory tests were
conducted to evaluate the effectiveness of the proposed method, in which a pro-
grammable source from the Doble Engineering manufacturer (model F6150) was used
to deliver the input signals to the smart meter. It should be noted that the smart meter’s
data acquisition is handled by means of Hall effect transducers and, sequentially, the
signal from the transducers is constrained to a range appropriate to the analog digital
converter of the ARM microcontroller (model Cortex M4).

6 Conclusions

The paper presents a performance comparison between type J48 Decision Trees and the
Random Forest algorithm for classification of power quality disturbances. According to
the results, we note that the worst performances were obtained for windows containing
combinations of voltage sags with harmonic distortion and swells with harmonic dis-
tortion (respectively, 98.5 % and 98.9 %).

It should be noted that this methodology was designed compactly, mainly so that it
could be embedded in smart meters. Thus, there was the need for a detailed study
regarding the features extracted so that its computational efficiency could be guaran-
teed. Therefore, in general, the results may be considered satisfactory for electric power
systems.

Acknowledgement. The authors gratefully acknowledge the financial support for the devel-
opment of this research provided by FAPESP (Process 2011/17610-0 and 2013/16778-0).

Table 1. Results obtained for synthetic signals.

Power quality disturbances DT RFs

Voltage sags 83.0 % 99.4 %
Voltage swells 94.4 % 99.9 %
Flickers 97.9 % 99.9 %
Harmonic distortions 96.9 % 99.6 %
Voltage sags with harmonic distortions 78.9 % 98.5 %
Voltage swells with harmonic distortions 88.8 % 98.9 %
Voltage interruptions 89.4 % 99.3 %
Oscillatory transients 87.5 % 99.2 %
Mean precision 89.6 % 99.3 %
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Abstract. Machine learning techniques are indispensable in today’s
data-driven fault diagnosis methodolgoies. Among many machine techniques, k-
nearest neighbor (k-NN) is one of the most widely used for fault diagnosis due
to its simplicity, effectiveness, and computational efficiency. However, the lack
of a density-based affinity measure in the conventional k-NN algorithm can
decrease the classification accuracy. To address this issue, a sequential k-NN
classification methodology using distance- and density-based affinity measures
in a sequential manner is introduced for classification.

Keywords: Data-driven fault diagnosis � Density-based affinity measure �
k-Nearest neighbor � Machine learning

1 Introduction

There is an ever-increasing demand for reliability and safety of industrial systems. To
address this issue, model-based condition monitoring and fault diagnosis approaches
using physical and mathematical knowledge of industrial systems have been developed
[1–4]. These model-based methodologies have been successfully applied for a number
of industrial systems. However, as industrial systems have become more complex, it
has become impractical to establish model-based methods for them due to the need for
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complicated a priori knowledge of process models derived from first principles [5].
Fortunately, the rapid development of data acquisition, data mining, and machine
learning techniques has led to an efficient alternative way for industrial systems’
condition monitoring and fault diagnosis [6].

In general, today’s data-driven fault diagnosis methodologies involve machine
learning (especially supervised machine learning) techniques to preemptively detect
and identify potential faults in industrial systems. Among support vector machines [7],
artificial neural networks [8], decision trees [9], and k-nearest neighbors (k-NN) [10], a
k-NN algorithm is appealing to many who engage in fault diagnosis due to its relative
simplicity and effectiveness. For classification, the conventional k-NN algorithm using
a similarity-weighted decision rule first measures the degree of affinity (or similarity)
between a test sample and its neighbors (in a training set) that may belong to various
classes. Then it finds k nearest neighbors based on affinity measures. Finally, it assigns
the test sample to the class most common among its k nearest neighbors [11]. In
general, this k-NN algorithm suffers from a problem when the density of the training set
is uneven. That is, it may decrease the classification accuracy if the sequence of the first
k nearest neighbors is only considered but the density of the training set is not properly
considered [12].

Figure 1 depicts why a proper density measure is needed in k-NN. Assume that a
red-circle test sample must belong to the orange-square class. Under the distance-based
k-NN classification scheme (e.g., k = 3 in Fig. 1), the test sample will possibly be
classified into the blue-triangle class because its common nearest neighbors belong to
the blue-triangle class. That is, two of three common nearest neighbors are in the
blue-triangle class, whereas the other common nearest neighbor is in the orange-square
class in Fig. 1. However, if the density of the red-circle test sample is appropriately
considered, the test sample can be partitioned into the orange-square class. More
specifically, if the density of the test sample is measured under the assumption that the
test sample is in the blue-triangle class and the orange-square class, respectively, and is
compared with the density of each sample in each class, the test sample will definitely
have a chance to be assigned to the orange-square class. This is mainly because the
density of the test sample towards the orange-square class is close to the density of each
sample in the orange-square class, whereas the density of the test sample to the
blue-triangle class is not very close to that of each sample in the blue-triangle class.
Accordingly, this paper introduces a sequential k-NN classification method to combine
the advantages of distance- and density-based affinity measures.

Fig. 1. Necessity of a proper density-based affinity measure in the conventional distance-based
k-NN classification method.
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The rest of this paper is organized as follows. Section 2 presents a density-based
affinity measure used for k-NN. Section 3 verifies the efficacy of the presented
sequential k-NN classification methodology that employs distance- and density-based
affinity measures for bearing fault diagnosis. Section 4 presents the conclusions.

2 A Density-Based Affinity Measure Used for k-NN

To measure the density of a given sample s, the ratio of its and its neighbor’s local
reachability densities is used [13]. The first step in calculating the density is to compute
the kth nearest Euclidean distance between the sample and its k neighbors, denoted as
k-dist(s). Then, the reachability distance (also regarded as the ‘actual distance’) of the
sample s with regard to a sample t is computed in the next step, which is defined as
follows:

r-dist s; tð Þ ¼ max k-dist sð Þ; dist s; tð Þð Þ; ð1Þ

where r-dist(s,t) is the reachability distance between the two samples s and t, and dist
(s,t) is the Euclidean distance. Figure 2 illustrates the concept of reachability distance.
If a sample t1 is far away from a sample s, the reachability distance between these two
samples is simply the Euclidean distance. On the other hand, if they are closely
agglomerated (see t2 in Fig. 2), the reachability distance between the two is considered
as the k-dist(s).

The third step is to calculate a local reachability density of the sample s (i.e., lrd(s)),
defined as the inverse of the average reachability distance of the sample s based on its
M nearest neighbors. The mathematical form of lrd(s) is expressed as follows:

lrd sð Þ ¼ MP
t2Neighbors

r-dist s; tð Þ
; ð2Þ

where Neighbors is a set of M nearest neighbors of the sample s. Finally, the degree of
the density-based affinity of the sample s (i.e., d-affinity(s)) is computed as follows:

Fig. 2. Concept of reachability distance between the two samples, where k = 7.
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d-affinity sð Þ ¼ 1
M

X
t2Neighbors

lrd sð Þ
lrd tð Þ: ð3Þ

That is, since the density of the sample s is defined as the average of ratios of its
local reachability density to its neighbor’s local reachability density in (3), d-affinity
(s) will be small if the sample s is closely agglomerated with its M nearest neighbors.

3 Application: Data-Driven Bearing Fault Diagnosis

In this study, a data-driven bearing fault diagnosis application was used to verify the
efficacy of the sequential k-NN classification method. To do this, a machinery fault
simulator was used, as depicted in Fig. 3. The fault simulator consisted of a three-phase
induction motor, a gearbox (reduction ratio of 1.52:1), cylindrical roller bearings (FAG
NJ206-E-TVP2), and adjustable blades. Additionally, three different defective bearings
were used: a bearing with a crack on its inner race (BCI), a bearing with a crack on its
outer race (BCO), and a bearing with a crack on its roller (BCR). The crack length,
width, and depth were 3 mm, 0.35 mm, and 0.3 mm, respectively. In this study, a
defect-free bearing (DFB) was used for reference as well.

Since low-speed bearing fault diagnosis is challenging [14], signals were recorded
from defect-free and defective bearings rotating at 350 RPM. To capture the dynamic
behavior of low-speed bearings, a general-purpose wideband acoustic emission sensor
was used and installed at the top of the non-drive-end bearing housing (see Fig. 3).

3.1 Feature Vector Configuration

Due to the fact that statistical parameters from the time and frequency domains are well
corroborated by intelligent fault diagnosis schemes [15], they are used to configure a
feature vector in this study. Tables 1 and 2 summarize these parameters computed from
the given AE signal, x(n).

Fig. 3. Screenshot of the machinery fault simulator.
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where N is the total number of data samples in the given AE signal, x(n), and �x and
r are the mean and the standard deviation of x(n), respectively.

where F(f) is the magnitude response of the fast Fourier transform of x(n), and Nf is
the total number of frequency bins.

3.2 Experimental Results

As briefly stated in Sect. 1, the sequential k-NN classification methodology is used to
identify defect-free and defective bearings. That is, probable classes of a test sample are
first determined based on the distance-based affinity measure; if k nearest neighbors of
the test sample belong to the same class (i.e., a single class), then the test sample will be
labeled as a member of that class. However, in the case that k nearest neighbors of the
test sample belong to more than one class, the output of the distance-based k-NN
classification method will be discarded. Instead, the density-based affinity measure
determines to which class the test sample belongs.

Figure 4(a) compares classification results between the conventional and the
sequential k-NN algorithms, where k is experimentally set to 7 for the purpose of

Table 1. Summary of time-domain statistical parameters

Parameter Equation Parameter Equation

Root-mean-square
(RMS, f1) f1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
n¼1

x nð Þ2
s

Crest factor
(f6)

f6 ¼ max x nð Þj jð Þ
RMS

Square root of the
amplitude (SRA, f2) f2 ¼ 1

N

PN
n¼1

ffiffiffiffiffiffiffiffiffiffiffi
x nð Þj jp� �2 Impulse

factor
(f7)

f7 ¼ max x nð Þj jð Þ
1
N

PN
n¼1

x nð Þj j

Skewness (f3)
f3 ¼ 1

N

PN
n¼1

x nð Þ��x
r

� �3 Margin
factor
(f8)

f8 ¼ max x nð Þj jð Þ
SRA

Kurtosis (f4)
f4 ¼ 1

N

PN
n¼1

x nð Þ��x
r

� �4 Shape
factor
(f9)

f9 ¼ RMS
1
N

PN
n¼1

x nð Þj j

Peak-to-peak (f5) f5 ¼ max x nð Þð Þ �min x nð Þð Þ Kurtosis
factor
(f10)

f10 ¼ Kurtosis

1
N

PN
n¼1

x nð Þ2
� �2

Table 2. Summary of frequency-domain statistical parameters

Parameter Equation Parameter Equation

Frequency
center (FC,
f11)

f11 ¼ 1
Nf

PNf

f¼1
F fð Þ

Root variance
frequency (f13) f13 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Nf

PNf

f¼1
F fð Þ � FCð Þ2

s

RMS frequency
(f12) f12 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Nf

PNf

f¼1
F fð Þ2

s
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comparison. As shown in Fig. 4(a), although a test sample should belong to BCI, it is
actually classified as BCO. This is due to the fact that the common nearest neighbors of
the test sample (i.e., four of seven nearest neighbors) are BCOs, as the distance-based
affinity measure is used. On the other hand, the sequential k-NN algorithm outputs a
vector {y1, y2, …, yi} for the test sample because k nearest neighbors of the test sample
are not in the same class, where yi indicates the density of the test sample towards class
i (i.e., i = 1, 2, …, Nclasses). Then, the test sample is assigned to the class yielding the
minimum sum of absolute differences between yi and the density of each sample in
class i. In Fig. 4(b), the developed sequential k-NN ultimately yields a vector
{y1 = 4.979, y2 = 3.192} since the number of classes is two (i.e., BCI and BCO). Then,
the test sample is discriminated as BCI because the sum of absolute differences
between y2 and the density of each sample in class 2 (i.e., BCI) is smaller than that for
class 1 (i.e., BCO). As a consequence, the developed sequential k-NN method can
correctly classify the test sample. Moreover, an optimal subset (f2 and f13 in Fig. 4) of
the 13 statistical parameters (see Tables 1 and 2) was used for bearing fault diagnosis.
Specifically, this optimal set was determined by the minimal ratio of the intra-class
compactness to the inter-class separability. The mathematical definition of the com-
pactness and the separability is given in [16].

To show classification performance, classification accuracy, denoted as CA, is
computed as follows:

CA ¼
PNclasses

i¼1
Ni
truepositives

Ntsamples
� 100 %ð Þ; ð4Þ

where Ntsamples is the total number of samples used to test conventional and sequential
k-NN classification methods, respectively; Nclasses is the number of classes considered
in this paper; and Ni

truepositives is the number of samples in class i that are correctly
classified as class i. In general, CA is a metric used to understand the overall classi-
fication performance. Furthermore, to evaluate diagnostic performance for each bearing
condition (i.e., defect-free and defective bearings), sensitivity is obtained as follows:

Fig. 4. Classification results for BCI and BCO under (a) the conventional k-NN classification
scheme and (b) the presented sequential k-NN classification scheme.
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Sensitivity ¼ Ni
truepositives

Ni
truepositives þNi

falsenegatives
� 100 %ð Þ; ð5Þ

where Ni
falsenegatives is the number of samples in class i that are not correctly classified as

class i. Table 3 briefly presents the classification performance for conventional and
sequential k-NN classification methods. As expected, the developed classification
scheme outperforms the conventional k-NN approach, yielding an average classifica-
tion accuracy of 97.25%.

An interesting observation that can be made from Table 3 is that the presented
classification approach is particularly effective for identifying BCI and BCO compared
to the conventional k-NN classification method. In general, as the AE signals are
captured for BCI and BCO, signal attenuation occurs more slowly due to the shorter
distance between the AE sensor and the source (i.e., the location of a defective element
of a bearing) than for BCR. That is, the densities of the statistical parameters (i.e., f2
and f13) computed in relatively high-energy AE signals (due to less signal attenuation)
can be more uneven for BCI and BCO rather than for BCR. Accordingly, as stated in
Sect. 1, the conventional k-NN classification method considering the first k nearest
neighbors in uneven samples yields lower average classification accuracies of 85% and
88% for BCI and BCO, respectively, than the presented sequential k-NN classification
methodology, which yielded average classification accuracies of 97.75% and 93.25%
for BCI and BCO, respectively. Additionally, although the choice of k values in k-NN
significantly influences classification performance, the sequential k-NN methodology is
very effective for achieving high classification accuracy.

4 Conclusions

To improve the conventional k-NN classification method used in data-driven diag-
nostics, a sequential k-NN classification scheme was presented in this study, which
combined the advantages of distance- and density-based affinity measures. To validate

Table 3. Comparison of sensitivities and classification accuracies for conventional and
sequential k-NN classification methods (unit: %)

Sensitivity CA
BCI BCO BCR DFB

k = 3 Conventional k-NN 99 95 100 98 98
Sequential k-NN 99 95 100 98 98

k = 5 Conventional k-NN 73 80 98 89 85
Sequential k-NN 96 92 100 100 97

k = 7 Conventional k-NN 97 92 96 99 96
Sequential k-NN 98 92 99 99 97

k = 9 Conventional k-NN 71 85 92 88 84
Sequential k-NN 98 94 98 98 97
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the efficacy of this sequential k-NN method, a bearing fault diagnosis application,
which identifies a DFB and three defective bearings (i.e., BCI, BCO, and BCR), was
used. Experimental results indicated that the presented method achieved classification
performance improvements of up to 13% over the conventional k-NN approach in
terms of classification accuracy. This was mainly because the density-based affinity
measure in sequential k-NN was capable of dealing with the uneven training set.
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CALCE Consortium and also by the National Natural Science Foundation of China (NSFC)
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Abstract. Traditional researchers and analyzers have fixated on developing
sundry patent quality indicators only, but these indicators do not have further
prognosticating power on incipient patent applications or publications. There-
fore, the data mining (DM) approaches are employed in this paper to identify
and to classify the new patent’s quality in time. An automatic patent quality
analysis and classification system, namely SOM-KPCA-SVM, is developed
according to patent quality indicators and characteristics, respectively. First, the
model will cluster patents published before into different quality groups
according to the patent quality indicators and defines group quality type instead
of via experts. Then, the support vector machine (SVM) is used to build up the
patent quality classification model. The proposed SOM-KPCA-SVM is applied
to classify patent quality automatically in patent data of the thin film solar cell.
Experimental results show that our proposed system can capture the analysis
effectively compared with traditional manpower approach.

Keywords: Patent analysis � Patent quality � Data clustering � Patent quality
classification � Machine learning

1 Introduction

Currently, there are various tools that are being utilized by organizations for analyzing
patents. However, an important issue of patent analysis is patent quality analysis. The
high-quality patent information can ensure success for business decision-making pro-
cess or product development [1, 2]. This study reviewed the patent analysis approaches
that can understand patent status like patent quality, novelty, litigation, trends and so on
[3]. However, traditional patent analysis requires spending much time, cost and man-
power. The potential patents for high quality determining approach need have short-
ened analysis at times. In general, the analysis approaches are statistical analysis or
indicators computation. Recently, the clustering method is widely applied to cluster
patent according to patent characteristics for patent trend [4]. The methods with

© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 262–269, 2016.
DOI: 10.1007/978-3-319-40973-3_26



statistical analysis can help analysts to understand patent situation or trend of this time,
but if we want to know the potential quality of a newly applied patent, it doesn’t
provide effective rules or solutions to determination. The future patent evaluation is a
key issue when a new patent is applied or published because patent has been producing
impact on the industry according to the past industrial development such as patent
litigation, specifically high-tech or information.

The patent officers approve a large amount of patents each year and current patent
systems face a serious problem of evaluating these patents’ qualities. Traditional
researchers and analyzers have focused on developing various patent quality indicators.
The patent indicators are collected from patent corpuses, including the number of
patent citations and the number of International Patent Classifications (IPC). The pri-
mary patent quality indicators [5–7] are related to investment, maintenance, and liti-
gation, which form a basis for assessing patent. But, these indicators do not have
further predicting power on a new patent application or publication. Though the value
can be estimated manually or by experts studying about the actual quality decisions,
this is slow and expensive. In this study, we introduce an automatic analysis and
classification system of patent quality named SOM-KPCA-SVM, which represents the
quality in which the application will be classified.

2 Literature Reviews

The patent analysis is a set of techniques and visual tools that analyze the trend and
patterns of technology innovation in a specific domain based on statistics of patents.
The analysis objects on patent include [8–10]: (1) patent count analysis, it is counting
the quantity of patents, including the technology life cycle chart and the patent quantity
comparison chart; (2) country analysis, it is comparing the patents of various countries
in a specific technology domain; (3) assignee analysis, it is comparing detailed data on
R&D, citation ratio, cross-citation, event charts, ranking chart, and competitors;
(4) citation rate analysis, it is comparing the number of citation made by other patents
during its valid period; and (5) International Patent Classification (IPC) analysis, it is
including IPC patent activity chart and no. of IPC patent companies. There are various
tools utilized by organizations for analyzing patents. These tools are capable of per-
forming wide range of tasks, such as forecasting future technological trends, detecting
patent infringement and determining patent quality. Moreover, patent analysis tools can
free patent experts from the laborious tasks of analyzing the patent documents man-
ually and determining the quality of patents. The tools assist organizations in making
decisions of whether or not to invest in manufacturing of the new products by ana-
lyzing the quality of the filed patents [2]. This eventually may result in imprecise
recommendation of patents. The authors [11] proposed a patent portfolio value analysis
that uses the leverage page patent information for strategic technology planning. They
used five directions of patent quality such as claim, citation, market coverage, strategic
relevance and economic relevance to analyze patent portfolio value. The study [12]
used renewal data to estimate the value of U.S. patents. In their analysis results, they
mentioned that the ratio of U.S. patent value to R&D is only about 3 % but these had a
high value in terms of litigation.
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Usually the patent quality indicators are related to investment, maintenance, liti-
gation and patent claims. The quality is used to evaluate the potential patents for a
business or government policy [13, 14]. For example, one kind of indicator of patent
quality is legal status (LS), which means the technology’s potential. In this movement,
the competitors may litigate a claim in this patent. Therefore, the quality indicators can
respond to the future value for business intelligence.

3 Proposed Method

This study proposed an automatically patent quality classification system that inte-
grated system combining three approaches including self-organizing maps, kernel
principal component analysis and support vector machine, namely SOM-KPCA-SVM.
This quality classification system has two stages to implement: the stage one is patent
analysis and quality definition, and stage two is a patent quality classification model
building as shown in Fig. 1. Our proposed system is developed as follows:

Stage 1: Patent Analysis and Patent Quality Definition. In this stage, we must know
the current trend of patent quality from past years. Therefore, we need to analyze the
phenomenon of patent quality based on patent quality indicators and cluster them into
different kinds of quality groups. Next, we will define which patent has which quality
type according to SOM clustering analysis. The details of quality analysis and patent
quality definition are following:

Fig. 1. The framework of SOM-KPCA-SVM patent quality classification system.
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Stage 1.1: Patent Data Collection, Quality Indicators Calculation and Patent
Characteristics Computation. This patent data in a specific industry will be collected
from patent database such as WebPat, PatBase, Google Patent Search, Thomson
Innovation, patent office of country and so on. These patent offices can provide all the
patent documents. The patent service organization can provide other information such
as legal status. Therefore, our patent data includes characteristics of the patent docu-
ment and quality indicators from additional information. The quality indicators and
characteristics will normalized using the Min-Max method.

Stage 1.2: Patent Quality Analysis Using SOM Approach Based on Quality
Indicators. The patent clustering is adopted the SOM approach, identify patent quality
and explore hidden patterns among these patents. According to this algorithm, these
patents will be split to several groups (clusters) in order to cluster a similar quality
patents based on quality indicators. Therefore, we use SOM clustering method based
on quality indicators to analyze and cluster patents. The analysis process continues
until all input vectors are processed.

Stage 1.3: Patent Quality Definition for Groups. The SOM is used to cluster patents
into several groups according to patent quality indicators. Each group has a specific
difference compared to the other. Therefore, we define different quality type for each
group such as high, middle and low in 3 clusters. The average quality on each group
QualityðgroupgÞ based on normalized quality indicators is calculated as in Eq. (1).

QualityðgroupgÞ ¼ 1
m� n

Xm

i¼1;i2groupg

Xn

j¼1

qij ð1Þ

Where qij denotes value of quality of the jth quality indicator of ith patent in gth

group. The m and n denote number of patent in a group and number of quality
indicators, respectively.

Stage 2: Build Patent Quality Classification System. In this stage, the task of patent
quality prediction is predicting quality potentiality on new patent application. There are
two steps in extracting key characteristics of a patent document and building an
SVM-based quality classification system according to patent characteristics. However,
the quality indicators cannot be used directly in variables of classification system
because the quality indicators are calculated at patent publication afterwards. The new
patent application that its volume of quality indicators may very less or empty, in
commonly, new patent application or published has some potential but its event is not
appear in this time. Therefore, we only use the characteristics from patent document
such as count of claim, priority date and so on.

Stage 2.1: Key Patent Characteristic Extraction by KPCA. All patents will separate
into two datasets, which are training and testing data. The characteristics of a patent
document in training dataset are used to compute mean centering for kernel, eigen-
values and eigenvectors.
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Stage 2.2: Build a Patent Quality Classification Model by SVM. The input vector
of SVM training use new nonlinear feature space TrainingðtrkÞ by KPCA and the
output vector of quality classes is given by SOM with quality indicators.

Stage 2.3: Forecast Patent Quality for New Sample of Testing Data. The trained
model of SVM classifier will be used to classify the new sample of testing data
TestingðtskÞ for patent quality classification.

Stage 2.4: Evaluation of Patent Quality Classification Performance. To evaluate
the performance of the trained model of SVM classifier, the classification results will be
collected in the confusion matrix. The confusion matrix is for each quality class i, the
TPi denotes the correct classification into quality class i, the TN denotes the correct
classification into non quality class i, the FNi denotes incorrect classification into
quality class i, the FPi denotes incorrect classification into non quality class i.

4 Experimental Results

In this section, we have designed a series of testing for evaluating our proposed
methodology as SOM-KPCA-SVM. There are three parameters for experiments, first
one, the scale of data on time has three different period datasets which are five years, ten
years and forty years; second one, the amount of quality groups has three types which are
three quality groups, five quality groups and seven quality groups; finally, the number of
feature extraction has four percentages which are 25 %, 50 %, 75 % and 100 %.

4.1 Patent Dataset and Statistical Analysis

In this patent data, we collected 18,747 patents in last 40 years from Thomson Inno-
vation1 database. These patents are related to “Thin film solar cell” technical field and
search on title, abstract, claim and description. In this study, we want to analyze the
trends of different time scales, so there are three datasets as follows:

(1) The patent applications in last 5 years (2009–2013, 5YD), (2) The patent
applications in last 10 years (2004–2013, 10YD), (3) The patent applications in last 40
years (1974–2013, 40YD).

Moreover, the variables of patent data are of two type including patent quality
indicators (PQI), which are calculated from the additional information and another one
is patent document characteristics (PDC) from patent document.

4.2 Result on Patent Quality Analysis

In this patent analysis, the result of quality analysis of past patent development is
obtained by SOM clustering computation. To decide the right number of groups, the

1 The Thomson Innovation is proved the fully patent data from around the world, http://info.
thomsoninnovation.com/.
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rule of thumb is that the smaller the groups are; the lager the quality differences are. Of
course, the number of patents is also an important factor in deciding number of groups.
To properly cluster the patent data, in this study, we designed different quality groups,
i.e., three, five and seven. In addition, we will look into the patents within each group
and check with the quality indicators of each patent to ensure the consistence of the
clustering. There are three different amounts of clustering such as 3 quality groups
(3QG), 5 quality groups (5QG) and 7 quality groups (7QG).

Figures 2, 3, and 4 shows the distribution of patent applications in 3QG, 5QG and
7QG, respectively. The results show that all G1 have lowest quality on different
datasets with different groups are most number of patent applications. The highest
quality groups such as G3 in 3QG, G5 in 5QG and G7 in 7QG which only the G7 and
G 5 have less number of patent applications. The reason is usually higher quality patent
only relatively few patents, especially in the number of groups rising.

4.3 Performance Evaluation of the Proposed Approach

In this paper, the automatic analysis and classification system of patent quality are
evaluated and the classification results are collected in the confusion matrix. Therefore,
we use accuracy (ACC) as the measurement of the system performance. The perfor-
mance (%) on different nonlinear features by Gaussian kernel as shown in Table 1.

Fig. 2. Distribution of patent applications in 3 quality groups

Fig. 3. Distribution of patent application in 5 quality groups
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5 Conclusions

This study proposed three data mining approaches to patent analysis and patent quality
forecasting. The SOM-KPCA-SVM patent quality system combined self-organizing
maps, kernel principal component analysis and support vector machine to classify
patent quality of a thin film solar cell in solar industry. The SOM has successful cluster
patent into different quality groups and its result has statistically significant difference
in the quality indicators between the quality groups. The KPCA has effectively
transformed a nonlinear feature space from characteristics of a patent document and it
can improve classification performance. The SVM has built a powerful classification
model for patent quality problem. Therefore, our proposed SOM-KPCA-SVM auto-
matic patent quality classification system has improved analysis time, cost and man-
power by traditional patent analysis approaches. Thus, SOM-KPCA-SVM system can
take a short time to determine patent quality.

Fig. 4. Distribution of patent applications in 7 quality groups

Table 1. The performance (%) on different nonlinear features by Gaussian kernel

Amount of group KPCA feature 5YD 10YD 40YD

3QG 25 % 65.78 65.36 64.79
50 % 79.75 81.67 81.59
75 % 82.52 82.83 82.32
100 % 82.1 82.21 82.35

5QG 25 % 65.72 61.45 62.81
50 % 79.24 72.06 79.86
75 % 82.27 71.63 80.2
100 % 81.7 72 80.12

7QG 25 % 62.53 61.57 61.88
50 % 73.59 71.38 77.97
75 % 74.32 70.87 77.97
100 % 73.42 71.24 77.8
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Abstract. In multi-view classification, the goal is to find a strategy
for choosing the most consistent views for a given task. A strategy is
a probability distribution over views. A strategy can be considered as
advice given to an algorithm. There can be several strategies, each allo-
cating a different probability mass to a view at different times. In this
paper, we propose an algorithm for mining these strategies in such a way
that its trust in a view for classification comes close to that of the best
strategy. As a result, the most consistent views contribute to multi-view
classification. Finally, we provide experimental results to demonstrate
the effectiveness of the proposed algorithm.

1 Introduction

In classification, it is useful to develop techniques that take input from multiple
views for classification. Most of these algorithms, however, are focused on either
view consistency (agreement among the views) [1], or view diversity (complemen-
tary views) [10]. In this paper, a multi-view classifier is given a set of strategies
for selecting views. A strategy is simply a probability distribution over the views.
Each strategy allocates a different probability mass to a view at different times.
The goal is to mine these strategies so that the classifier’s trust in each view for
classification comes close to that of the best strategy.

We introduce a probabilistic boosting algorithm for achieving the above
goal. We also provide experimental results using simulated and real examples
to demonstrate the efficacy of the proposed algorithm.

2 Related Work

A class of multi-view learning algorithms has been investigated such as SVM-2K
[6], multi-view learning [8], and Bayesian co-training [11], among others. The
idea is to perform not only within-view regularization but also between-view
regularization. This is motivated by the idea that the generalization error can
be bounded by the disagreement between classifiers along independent views [5].
This results in co-training where a view with large variance contributes less to
the overall loss. We derive a similar technique in a Bayesian framework.
c© Springer International Publishing Switzerland 2016
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3 Probabilistic Boosting

We now describe our proposed algorithm for mining strategies for multi-view
classification. We are given a set of training examples: S = {(xi, yi)}n

i=1, and
M disjoint features for each example xi = {x1

i , · · · , xM
i }, where xj

i ∈ �qj , and
yi ∈ Y = {−1,+1}. Each member xj

i is known as a view of example xi. Assume
that examples (xi, yi) are drawn randomly and independently according to a
fixed but unknown probability distribution over X × Y, and X ⊆ �q, where
q =

∑M
j=1 qj . In the proposed technique, a view is selected probabilistically.

We define the following reward function for view j

rt(j) = 1 −
√

1 − β2
t,j . (1)

Here βt,j is the edge of the jth view at time t. The edge plays an important role
in bounding training errors.

We now present the proposed probabilistic booting algorithm, called Prob-
Boost, shown in Algorithm 1. ut represents a probability distribution over strate-
gies, and πi denotes a strategy. When it is selected, estimated reward r̂it

for the
view is set to rit

(i)/pit
(t). This choice compensates the reward of views that are

unlikely to be chosen.

Algorithm 1. ProbBoost
Input: γ ∈ (0, 1], S = {(xi, yi)}n

i=1.
Initialize: u1(i) = 1 for i = 1, · · · , N and w1(i) = 1

n
, i = 1, · · · , n.

For t = 1 to T

1. Obtain π1
t , · · · , πN

t , and set Ut =
∑N

j=1 ut(j).
2. For j = 1, · · · , M

pt(j) = (1 − γ)
N∑

i=1

ut(i)π
i
t(j)

Ut
+

γ

M

3. Choose view it according to pt(1), · · · , pt(M).
4. Compute base classifier hit

t using distribution wt.
5. Compute edge βt(it), and let αt = 1

2
ln( 1+βt(it)

1−βt(it)
).

6. Compute rt(it) according to (1)
7. For j = 1, · · · , M

r̂t(j) =

{
rt(j)/pt(j) if j = it;

0 otherwise.

8. For i = 1, · · · , N

ẑt(i) = πi
t · r̂t and ut+1(i) = ut(i)e

γẑt(i)/M

9. Update wt+1(i) = wt(i)
Zt

× e−αtyihi+t
t (x

it
i ), where Zt is a normalization factor.

Output: H(x) = sign(
∑T

t=1 αth
∗
t (x

∗))
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The main steps of ProbBoost are shown in Algorithm1. Note the probability
distribution for choosing views is a mixture (weighted by γ) of the uniform
distribution ( 1

M ) and the weighted average of strategies πi (with weight ut(i)).
This provides ProbBoost with an opportunity to examine potential views that
may prove to be useful, which ensures diversity.

Input to ProbBoost is the set of n training examples from all M views. The
algorithm produces as output a classifier that combines data from all the views.
We can state the following convergence result of the proposed algorithm.

Theorem 1. Let V = {V1, · · · , VM} be a set of M views. Suppose that there
exists a view Vi+ ∈ V and a constant 0 < ρ <= 1 such that for any distribution
over the training data, the base learner returns a weak classifier from view Vi+

(or simply i+) with edge βi+ ≥ ρ. Then, with probability at least 1 − δ and for
any set of N strategies that includes the uniform strategy and the strategy whose
distribution is concentrated on Vi+ , the training error of ProbBoost will become
zero in time at most

T = max

((
4C

ρ2

)3

,
4 log n

ρ2

)
. (2)

Here C = 4.62(M log N
δ )1/3, and γ = min

{
1,

(
M log N

δ

((e−1)/2)2g

)1/3 }
.

The proof is along the lines of the proof of Theorem 1 in [2].
The time bound involves both M , the number of views, and ρ, the quality

that the views can provide. A large M requires more trials to explore the views so
that the best view(s) can be exploited. When the views can not provide sufficient
separation of the classes, ρ must be lowered, resulting in reduced edges (hence
small asymptotic margins). This in turn demands a large number of trials to
construct enough base classifiers so that the final classifier can be a strong one.
In practice, a trade-off between the competing goals has to be made.

We note that ProbBoost is a boosting algorithm that mines a multi-view
classification strategy that comes close to the best strategy. Thus, it should
output a classifier H with zero training error after T = O(log n) iterations, as
long as there exists a strategy whose distribution is concentrated on view Vi+ .
Several boosting algorithms meet this condition [9].

4 Experiments

4.1 Methods

We have carried out empirical study evaluating the performance of the proposed
algorithms along with some competing methods.

1. ProbBoost–The proposed algorithm for mining the best strategy from a pool
of strategies (Algorithm 1). In this experiment, the set of strategies includes
the inverse variance strategy, where the strategy allocates probability mass to
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a view inversely proportional to the view’s variance, and the uniform strat-
egy. For the inverse variance strategy, the consensus function is simply true
training labels. fj , the classifier along the jth view, is estimated by applying
the base learner to the view.

2. AdaBoost–AdaBoost is applied to the concatenation of all the views.
3. SVMs–Support Vector Machines with the Gaussian kernel are applied to the

concatenation of all the views [4].
4. MVK–The multi-view kernel learning algorithm proposed in [8], where the

objective involves both within and between view regularization1. We obtained
Matlab code from github.com/lorisbaz/Multiview-learning.

All the boosting type algorithms employ a decision tree learner to build base
classifiers. Compared to other base learners such as Naive Bayes, decision trees
are known to better exploit features, resulting in a better baseline. The number
of base classifiers is set to 100. For ProbBoost, we set γ to 0.3, as suggested in
[2]. For kernel techniques such as SVMs and MVK, ten-fold cross-validation was
used for model selection (kernel width and soft margin constraint).

4.2 Data Sets

The following binary data sets are used to evaluate the performance of the
competing methods.

BioMetrics Data: The BioMetrics dataset is a publicly available WVU mul-
timodal dataset [3]. The dataset consists of fingerprint, iris, palmprint, hand
geometry and voice modalities from subjects of different age, gender and ethnic-
ity as described in [3]. The dataset is difficult because many examples are low
quality due to blur, occlusion and sensor noise.

Out of these, we chose iris and fingerprint modalities (views) for evaluat-
ing the proposed algorithms, where each subject has sufficient examples in both
views. Also, the evaluation was done on randomly selected 5 pairs of subjects
(binary classification) having samples in both views. These 5 pairs are labeled
as BioM1 (Iris: 36&27. Fingerprint: 61&49) BioM2 (Iris: 30&27. Fingerprint:
62&46), BioM3 (Iris: 30&29. Fingerprint: 61&60), BioM4 (Iris: 28&28. Finger-
print: 61&46), and BioM5 (Iris: 27&28. Fingerprint: 61&60).

Each iris image is first segmented into 25 × 240 templates, which are then
convolved a log-Gabor filter at a single scale to form a 6000×1 feature vector [7].
For fingerprints, ridge and bifurcation features are computed to form a feature
vector of size 7241 × 1.

CiteSeer Data: The CiteSeer data consist of 3,312 documents or papers that
are grouped into six classes. Each document has three natural views: (1) Text
view–title and abstract of the paper; (2) Inbound reference or link view; and
(3) Outbound reference or link view. For this experiment, Artificial Intelligence
(668 examples) and Machine Learning (701 examples) classes are used.

1 We chose MVK over SVM-2K because SVM-2K is inherently a two-view learning
algorithm.

http://github.com/lorisbaz/Multiview-learning
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4.3 Experimental Results

For all the experiments reported here, we randomly split the data into 60 % as
training and remaining 40 % as testing. This process is repeated 30 times and the
average results are reported. All features are normalized to have zero mean and
unit variance. Test data are similarly normalized using corresponding training
mean and variance.

Table 1 shows the average accuracy over 30 runs on the eight datasets by
the competing methods. The last row shows the overall average performance
across the tasks. The bold faces indicate that results are significantly different
from non-bold faces at the 5 % significance level. ProbBoost achieved the best
performance on the problems we have experimented with. SVMs performed the
worst, followed by MVK. AdaBoost is in between.

One procedural parameter, γ = 0.3, input to ProbBoost (Algorithm 1) was
fixed throughout the experiments without expensive cross-validation to deter-
mine their values. In contrast, the performance registered by the kernel methods
(SVMs and MVK) involved costly cross-validation to choose procedural para-
meters. This again shows the advantage of the proposed technique.

Table 1. Average accuracy of the methods.

ProbBoost SVMs AdaBoost MVK

BioM1 0.84 0.59 0.81 0.67

BioM2 0.91 0.52 0.87 0.66

BioM3 0.81 0.59 0.76 0.65

BioM4 0.91 0.81 0.89 0.71

BioM5 0.77 0.61 0.68 0.62

CiteSeer 0.85 0.81 0.85 0.84

Ave 0.85 0.66 0.81 0.69

5 Summary

We have developed the ProbBoost algorithm for mining the best strategy for
multi-view classification. We have established the convergence of the proposed
algorithm with high probability. The experimental results show that the pro-
posed ProbBoost algorithm performs very competitively in several real world
problems we have experimented with. Our future work includes investigating
different strategies for robust multi-view classification.
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Abstract. The anomaly detection algorithm, developed by Leng et al. (2008),
can detect anomaly patterns of variable lengths in time series. This method
consists of two stages: the first is segmenting time series; the next is calculating
anomaly factor of each pattern and then judging whether a pattern is anomaly or
not based on its anomaly factor. Since the lengths of patterns can be different
from each other, this algorithm uses Dynamic Time Warping (DTW) as distance
measure between the patterns. Due to DTW, the algorithm leads to high com-
putational complexity. In this paper, to improve the above mentioned algorithm,
we apply homothetic transformation to convert every pair of patterns of different
lengths into the same length so that we can easily calculate Euclidean distance
between them. This modification accelerates the anomaly detection algorithm
remarkably and makes it workable on large time series.

Keywords: Time series � Anomaly detection � Segmentation � Anomaly factor

1 Introduction

Anomaly detection is a challenging topic, mainly because we need to obtain the lengths
of anomaly patterns before detecting them. There has been an extensive study on time
series anomaly detection in the literature. Some popular algorithms for time series
anomaly detection include window-based methods such as brute-force and HOT SAX
by Keogh et al. (2005) [4] and WAT by Bu et al. (2007) [2]; a method based on
neural-network by Oliveira et al. (2004) [8]; a method based on segmentation and
Finite State Automata by Salvador and Chan (2005) [10]; a method based on time
series segmentation and anomaly scores by Leng et al. (2008) [6]; and a method based
on Piecewise Aggregate Approximation bit representation and clustering by Li et al.
(2013) [7]. Most of these above-mentioned algorithms for time series anomaly
detection [2, 4, 7, 8] require the user to specify the length of anomaly pattern as an
input parameter, but this length is often unknown.

Among these algorithms, the method proposed by Leng et al. [6] is the first one in
the literature that can detect anomaly patterns of variable lengths in time series and
hence does not require the length of the anomaly pattern as a parameter supplied by
user. This method consists of two stages. The first is segmenting time series using a
quadratic regression model. The next is discovering all the anomaly patterns by cal-
culating anomaly factor of each pattern and then judging whether a pattern is anomaly
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or not based on its anomaly factor. Since in this algorithm, the lengths of patterns can
be different from each other, Leng et al. suggested that Dynamic Time Warping
(DTW) distance [1] should be used to calculate the distances between the patterns in
this algorithm. Due to this suggestion, the algorithm proposed by Leng et al. becomes a
very complicated algorithm with high computational complexity and is not suitable to
work on large time series.

In this work, to improve the algorithm proposed by Leng et al., we apply homo-
thetic transformation to convert every pair of patterns of different lengths into the same
length so that we can easily calculate Euclidean distance between them. In addition, we
reduce the number of distance calculations in building the distance matrix by con-
straining the possible alignments between each pair of patterns. These two modifica-
tions bring out a remarkable improvement for the original anomaly detection algorithm
in time efficiency while maintaining the same detection accuracy. Besides, we try to
apply in our proposed anomaly detection algorithm another method of time series
segmentation which is based on important extreme points instead of quadratic
regression model.

Experimental results on eight real world time series datasets demonstrate the
effectiveness and efficiency of our proposed methods in detecting anomaly patterns of
variable lengths in time series.

2 Background

2.1 Some Definitions

A time series T = t1, t2, …, tm is an ordered set of m real values measured at equal
intervals. Given a time series T of length m, a subsequence C is a sampling of length
n < m of contiguous positions from T, i.e., C = tp, tp+1, …, tp+n-1, for 1 � p � m-n+1.
Sometimes, C is denoted as (sp, ep+n-1), where sp = tp and ep+n-1 = tp+n-1.

Definition 1. Distance function: Dist(C, M) is a positive value used to measure the
difference between two time series C and M, based on some measure method.

Definition 2. k-distance of a pattern: Given a positive integer k, a pattern set D and a
pattern P 2 D, the k-distance of P, denoted as k-dist(P), is defined as the distance
between P and a pattern Q 2 D such that.

(i) For at least k patterns Q’ 2 D it holds that Dist(D, Q’) � Dist(D, Q).
(ii) For at most k-1 patterns Q’ 2 D\{Q} it holds that Dist(D, Q’) < Dist(D, Q).

Definition 3. Non-Self Match: Given a time series T, its two subsequences P of length
n starting at position p and Q starting at position q, we say that Q is a non-self-match to
P, if Dist(P, Q) � e or |p - q| � n, where e is a given value of distance threshold.

Definition 4. Anomaly factor: For any pattern set D and a pattern P 2 D, k-dist
(D) denotes all k-dist of patterns, anomaly factor of pattern P defined as the ratio of
k-dist(P) to median(k-dist(D)).
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Definition 5. Anomaly Pattern: Given any pattern set D, a pattern P2 D, P is anomaly
only if its anomaly factor is larger than a, where a is the threshold of anomaly pattern.

2.2 Detecting Variable Length Anomaly Patterns in Time Series Based
on Segmentation and Anomaly Factors

Leng et al. [6] proposed the algorithm for detecting anomaly patterns in time series.
This algorithm consists of two phases: segmenting time series and detecting anomaly
patterns based on anomaly factors.

Leng et al. used quadratic regression model to segment time series. Regression
function is defined as f(t) = b0 + b1t + b2t

2, where the t values, the values of time
domain are real values. The segmentation algorithm searches for a segment S = tp, …,
tp+m+1 of a given time series T, starts at tp and end at tp+m-1, such that the sum of
squared errors, is less than e1, where f(t) = b0 + b1t + b2t

2 and e1 is a threshold specified
by the user. We can extract all the patterns in the time series T by applying repeatedly
this search procedure.

The segmentation procedure is described as follows.

1. Let s1 = 1 denote the start position of the first segment, l denote the initial length of
each segment, m = s1 and then update this segment, the updating procedure is as
follows. Calculate the values of b0, b1t, and b2 and the sum of squared errors:

SSE ¼
Xpþ l�1

i¼p

ðf ðiÞ � tiÞ2 ð1Þ

2. If SSE < e1 let l = l + 1, go to step 1, else goto step 3.
3. Let (s1, e1) denote this segment, e1 denotes the end position of this segment and e1 =

l -1.
4. Let i = 1, if Dist((s1, e1), (s1 + i, e1 + i)) � e2, increment i by 1, calculate it, repeat

this procedure until Dist((s1, e1), (s1 + i, e1 + i)) > e2 or i > (e1 – s1), let s2 = e1 + i,
the s2 is the start position of the next segment.

5. Let m = s2, calculate e2 using the steps 1-3, and then obtain the second segment
(s2, e2).

6. Calculate sj using the step 4, let m = sj, calculate the value of ej using the steps 1 – 3,
and then obtain the j-th segment (sj, ej).

7. Repeat the above procedure until the end position of the segment is n

Notice that the segmentation procedure uses Dynamic Time Warping (DTW) as
distance measure for the patterns and Step 4 aims to eliminate the trivial matches. The
parameter e1 determines the length of each segment. The parameter e2 (called non-self
match threshold) helps in removing trivial matches and hence it has impact on the
number of extracted segments.

The procedure for Anomaly Pattern Detection is described as follows.
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1. Find the maximum value, lmax and minimum value lmin of the lengths of all
extracted segments.

2. Calculate the distance matrix D = (dij) m � m of segments:

dij ¼ min
lmin � l� lmax

Distððsi; eiÞ; ðsj; sj þ lÞÞ ð2Þ

where 1 � i, j � m and i 6¼ j.

3. Compute k-distance of each segments based on the distance matrix, let k-dist
(D) denote the set of all these distances.

4. Calculate median(k-dist(D))
5. Calculate anomaly factor of each segment, and determine whether each segment is

an anomaly pattern or not basing on the anomaly factor threshold a.
6. Given two anomaly patterns (si, ei) and (sj, ej), if they are overlapped, merge them

into one pattern.

Notice that in Step 2, we need to compute (lmax – lmin + 1) DTW distances when
calculating the DTW distance between (si, ei) and (sj, ej), and the algorithm selects the
minimum value of them as the real DTW distance of (si, ei) and (sj, ej). Step 6 helps to
merge two anomaly patterns if they are overlapped and this can weaken the influence of
e1 if the value of e1 is smaller than its real value.

3 The Proposed Algorithms

The main idea of our method for detecting anomaly patterns of variable lengths in time
series is to apply homothetic transformation to convert each pair of patterns of different
lengths into the same length so that we can easily calculate Euclidean distances
between them rather than using computationally complicated DTW distance. We call
our proposed method VL_QR|HT (Variable Length anomaly pattern detection based on
Quadratic Regression and Homothety).

3.1 Homothetic Transformation

Homothety is a transformation in affine space. Given a point O and a value k 6¼ 0.
A homothety with center O and ratio k transforms the point M to the point M’ such that

OM0��! ¼ k � OM
��!

Homothety can transform a time series T of length n (T = {y1, y2, …, yn}) to time
series T’ of length n’ by performing the following steps. First, compute Y_MAX = MAX
(y1, …, yn), Y_MIN = MIN(y1, …,yn). Second, set the center I of homothety with the
coordinates X_C = n/2, Y_C = (Y_MAX + Y_MIN)/2. Next, perform the homothety
with the center I and the ratio n’/n.

To compute Euclidean distance of two time series, first we check their lengths. If
the two lengths are similar, we can compute their distance right away. Otherwise, we
apply homothety to convert them to the same length and then compute their Euclidean
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distance. Here we select the average length of the two time series as the length to which
we convert the two time series using homothety.

Besides, we note that two ‘similar’ subsequences will not be recognized where a
vertical difference exists between them. To make the Euclidean distance calculation in
the anomaly pattern detection algorithm able to handle not only uniform scaling but
also shifting transformation along vertical axis, we modify our Euclidean distance by
using Modified Euclidean Distance as a method of negating the differences caused
through vertical axis offsets. Details of Modified Euclidean Distance are given in our
previous work; interested reader can refer to [11].

3.2 Reducing the Number of Distance Calculations in Building
the Distance Matrix

In the procedure for detecting anomaly patterns of variable lengths proposed by Leng
et al. [6], to compute the distance between two patterns (si, ei) and (sj, ej), we need to
compute (lmax – lmin + 1) times of distance calculations, where lmin and lmax are the
maximum and minimum length of all the patterns extracted from the original time
series (see Eq. 2 in Subsect. 2.2). When lmax is much larger than lmin, the algorithm has
to perform so many distance calculations in order to determine the real distance
between two patterns and this might bring out the pathological cases in which a very
short segment can match with a very long segment.

In order to reduce the number of distance calculations as well as to prevent
pathological alignments between two patterns, in our proposed algorithm, we modify
Eq. 2 by adding the parameter r and replace lmax and lmin with lupper and llower
respectively. The lower bound llower and the upper bound lupper are defined by:

lupper ¼ lavg 1þ rð Þ� � ð3Þ

llower ¼ lavg 1� rð Þ� � ð4Þ

where lavg is the average length of all the segments extracted from the original time
series. Now, the formula to compute the distance between two patterns i and j is:

dij ¼ min
llower � l� lupper

Distððsi; eiÞ; ðsj; sj þ lÞÞ ð5Þ

By the parameter r, we limit how far the length of the pattern j may differ from the
average length of all the extracted patterns. The parameter r (called length difference
width) should be chosen in order that the difference between lupper and llower is not high
while still maintaining the accuracy of the algorithm. Through experiment, we find out
that r should vary in the range 0.05 to 0.25.
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3.3 Other Issue: Using Some Alternative Segmentation Method

Using the same framework of VL_QR|HT, we can develop another anomaly detection
algorithm by replacing the segmentation method based on quadratic regression with
another time series segmentation method. The other segmentation method we selected
here is based on the concepts of Important Extreme Points, proposed by Pratt and Fink
[9]. This time series segmentation consists of two following steps. First, we extract all
important extreme points of the time series T. The result of this step is a sequence of
extreme points EP = (ep1, ep2, …, epl). Secondly, we compute all the candidate
patterns iteratively. A candidate pattern CPi(T), i = 1, 2,…, l -2 is the subsequence of
T that is bounded by extreme points epi and epi+2. Candidate patterns are subsequences
that may have different lengths. To be able to calculate distance between them, we
bring them to the average length by using homothety.

After segmentation stage, we calculate anomaly factor for each candidate pattern in
the same way as in VL_QR|HT. We call this anomaly detection algorithm VL_EP|HT
(Variable Length anomaly pattern detection based on Extreme Points and Homothety).
Note that in identifying important extreme points of a time series, we need the
parameter R, called compression rate, which is greater than one and an increase of
R leads to selection of fewer important extreme points [9]. To set a lower bound for the
length of all extracted subsequences, we introduce the parameter min_length, the
minimum time lag between two adjacent important extreme points. When a candidate
pattern is extracted, its length must be greater than or equal to 2*min_length.

4 Experimental Evaluation

We implemented all four algorithms: VL_QR|DTW (the original algorithm proposed
by Leng et al.), VL_QR|HT, VL_EP|HT and HOT SAX. The first experiment aims to
compare VL_QR|HT to original VL_QR|DTW in terms of time efficiency. The second
experiment aims to compare VL_QR|HT and VL_EP|HT to HOT SAX in terms of time
efficiency and anomaly detection accuracy.

Our experiments were conducted over the datasets from the UCR Time Series Data
Mining Archive for discord discovery [5]. There are 8 datasets used in these experi-
ments. The datasets are from different areas (finance, medicine, manufacturing, sci-
ence). The names and lengths of the eight datasets are: ECG108 (17500 points),
ECG308 (1300 points), ERP (5000 points), Memory (6875 points), Power_Italy (7000
points), Power_Dutch (9000 points), Stock20 (5000 points) and TEK1 (5000 points).

For each dataset, we have to set the required parameters for each of the three
algorithms: VL_QR|HT, VL_EP|HT and HOT SAX. For VL_QR|HT, the parameters
are regression error threshold e1, non-self match threshold e2, anomaly factor threshold
a and the length difference width r. For VL_EP|HT, the parameters are compression
rate R, the minimum length of extracted subsequence min_length, anomaly factor a and
the length difference width r. For HOT SAX, the parameters are the discord length
n and the length of PAA segment PAA_size. The values of parameters in the three
algorithms for some datasets are shown in Table 1.
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4.1 Experiment 1: Comparing VL_QR |HT to VL_QR |DTW

This experiment aims to compare the efficiency of our proposed algorithm, VL_QR|
HT to that of the algorithm proposed by Leng et al. (VL_QR|DTW). Over 8 datasets,
we found out that the anomaly pattern detected by VL_QR|HT is exactly the same as
the one detected by VL_QR|DTW. Table 2 shows the run times (in seconds) of the two
algorithms over 8 datasets. Since VL_QR|DTW performs extremely slowly, we have to
limit the lengths of the eight datasets to less than 3000 data points. Besides, to
accelerate the DTW distance calculation, we employed a multithreading method,
proposed by Huy in 2015 [3], in computing this distance.

The experimental results in Table 2 demonstrate that with all the datasets, the
VL_QR|HT is remarkably faster than VL_QR|DTW while brings out the same accu-
racy. The speedup of our proposed algorithm over to the original algorithm by Leng
et al. varies from 4 (dataset Memory) to 97 times (dataset Stock20) and in average is
about 33.6.

Table 1. Parameter values in the three algorithms for each dataset

Datasets VL_QR| HT VL_EP| HT HOT SAX

ECG108 e1= 5.0, e2 = 0.3, a = 3.5,
r = 0.1

R = 1.04, min_lenth = 50, a =
4, r = 0.1

n = 600,
PAA_size =
60

ERP e1 = 3.0, e2 = 1.0, a = 3.0,
r = 0.15

R = 1.42, min_lenth = 10, a =
3.5, r = 0.1

n = 100,
PAA_size =
10

Memory e1= 8.0, e2 = 0.1, a = 2.2,
r = 0.1

R = 1.1, min_lenth = 40, a =
1.6, r = 0.1

n = 100,
PAA_size =
20

Power_
Italy

e1 = 100000, e2 = 100, a =
2.5, r = 0.1

R = 1.8, min_lenth = 20, a =
3.0, r = 0.1

n = 300,
PAA_size =
30

Table 2. Run times (in seconds) of VL_QR|HT and VL_QR|DTW over eight datasets

Dataset VL_QR|HT VL_QR|DTW

ECG 108 (1000 points) 1 14
ECG 308 (1300 points) 1 11
ERP (1000 points) 1 5
Memory (1000 points) 1 4
Power_ Italy (3000 points) 6 200
Power_Dutch (3000 points) 1 24
Stock20 (3000 points) 2 194
TEK16 (2000 points) 1 81
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4.2 Experiment 2: Comparing VL_QR|HT and VL_EP|HT to HOT SAX

In the second experiment we compare VL_QR|HT and VL_EP|HT to HOT SAX in
terms of time efficiency and anomaly detection accuracy. The HOT SAX [4] is used as
the baseline algorithm in this experiment. The HOT SAX is selected for comparison
since it is the most cited algorithm for detecting time series discords up to date and has
been applied in many applications.

In order to compare with HOT SAX which always brings out the top-anomaly
pattern in a time series, in this experiment, we set the parameter k in k-distance for
patterns to 1 for both VL_QR|HT and VL_EP|HT.

Over 8 datasets, we found out that the anomaly pattern detected by VL_QR|HT or
VL_EP|HT is exactly the same as the one detected by HOT SAX.

Additionally, we measured the execution times of the three algorithms over 8
datasets. From the experimental results we can see that:

– VL_QR|HT and VL_EP|HT perform remarkably faster that HOT SAX in all the
tested datasets.

– The speedup of VL_QR|HT over HOT SAX varies from 8 to 302 times and is about
71.9 times in average. The speedup of VL_EP|HT over HOT SAX varies from 6 to
94 times and is about 27.8 times in average.

– The run time of VL_QR|HT is always lower than that of VL_EP|HT over all the
datasets.

5 Conclusions

We have introduced the two proposed algorithms which are improved variants of the
method for variable length anomaly pattern detection in time series proposed by Leng
et al. [6]. These two algorithms, called VL_QR|HT and VL_EP|HT, hinge on using
homothetic transformation to convert each pair of patterns of different lengths into the
same length so that we can easily calculate Euclidean distances between them. This
modification that avoids using DTW distance brings out a remarkable improvement for
the original algorithm in time efficiency without compromising anomaly detection
accuracy.
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Abstract. Most molecular diagnosis tests are based on small studies
with about twenty patients, and use classical statistics. The prevailing
conception is that such studies can indeed yield accurate tests with just
one or two predictors, especially when using informative molecules like
microRNA in cancer diagnosis. We investigated the relationship between
accuracy, the number of microRNA predictors, and the sample size of
the dataset used in developing cancer diagnosis tests. The generalization
capability of the tests was also investigated. One of the largest existing
free breast cancer dataset was used in a binary classification (cancer
versus normal) using C5 and CART decision trees. The results show
that diagnosis tests with a good compromise between accuracy and the
number of predictors (related to costs) can be obtained with C5 or CART
on a sample size of more than 100 patients. These tests generalize well.

1 Introduction

Development of cancer diagnosis, prognosis, and response to treatment tests
using high-throughput molecular data is an important but difficult biomedical
problem. Most of the existing cancer tests are based on small studies (around
twenty patients), and use classical statistical methods. This impacts test accu-
racy on new patients who were not used for the development of the test. There
are many small studies in the literature reporting a reasonably good test accu-
racy (e.g. greater than 80 %) with a very small number of predictors, even one
or two of them. Despite the fact that the biomedical problem is the same and
the patient cohorts look similar, the proposed molecular predictors are differ-
ent from one test to another. These studies are considered contradictory and
confusing for the biomedical community. Small studies are usually justified by
the cost of molecular determinations, but these costs are constantly decreasing,
becoming quite affordable nowadays. Thus, we believe that the true reason for
small studies is the prevailing conception of the biomedical community that they
are indeed capable of leading to good cancer tests.
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In our opinion, cancer tests should be based on predictive genes embed-
ded in a machine learning classifier, not on differentially expressed genes. Thus,
studies investigating the relationships between differentially expressed genes,
sample size, and statistical power [1–3] are not directly related to ours. Similar
relationships were investigated in [4] for differentially expressed and predictive
genes, but for a much smaller dataset of 120 patients instead of 865 used in our
study. Thus, our results can be considered to better reflect the true relationships
between accuracy, sample size, and number of predictors used in the test. More-
over, we fitted power functions to these relationships, which allow estimations
of sample size and number of predictors for a desired accuracy level. The much
larger dataset allows us to also explore the generalization capability of the small
sample classifiers.

We are using one of the largest collections of microRNA (miRNA or miR) can-
cer determinations from The Cancer Genome Atlas consortium (TCGA) (http://
cancergenome.nih.gov/). The connection of miRNA to human cancer was first
revealed by George Calin and Carlo Croce in 2002 [5]. We have chosen miRNAs
because they are more informative for cancer diagnosis than other molecular
determinations available in the TCGA data. Being regulatory molecules and
being causally related to cancer, miRNAs are important biomarker candidates
for diagnosis test development. We focused on breast cancer because this is the
largest dataset of the collection, and the most frequent type of cancer in women.

Studies with various sample sizes were simulated, starting from the size of
typical small studies (around 20 patients) and ending with the full dataset size.
To check the generalization capability of the diagnosis tests, especially of those
based on small sample sizes, we also validated the models on all the data not
used for training and testing. Stratified sampling was used to preserve the class
proportions of the original dataset. The diagnosis tests were developed using the
decision tree (DT) algorithms C5 [6] and Classification and Regression Trees
(CART) [7]. Decision trees were chosen because they have a series of advantages
(Sect. 2.2), making them one of the best choices for molecular tests [8]. We
deliberately chose simple and transparent modeling algorithms, to be useful for
the biomedical community which is less inclined to dive into advanced techniques
like ensemble methods, boosted C5 [9], and Random Forests hyperparameter
optimization [10]. However, these are on our to do list. While C5 is one of
the most powerful and popular DT in other fields, it is not frequently used in
biomedical informatics. We investigated the evolution of accuracy and number
of predictors with sample size. The generalization capability of the predictive
models was also investigated, being especially interesting for evaluating models
based on small sample sizes.

2 The Proposed Methodology

For building the models, a preprocessing step was first necessary to clean and
normalize the data as explained in Sect. 2.1. Then, the data was split into train-
ing, testing, and validation sets, and the appropriate algorithms were applied as
discussed in Sect. 2.2.

http://cancergenome.nih.gov/
http://cancergenome.nih.gov/
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2.1 Datasets and Preprocessing

The original datasets were generated by The Cancer Genome Atlas consortium.
They consist of next generation sequencing microRNA determinations in nine
types of cancer, and apparently normal adjacent tissues. The molecular deter-
minations were performed on an Illumina HiSeq 2000 platform. There are two
freely available datasets, one for cancer and one for normal tissue, integrated
from individual studies stored on the Synapse site (https://www.synapse.org/;
accessing code: syn1695324). The total number of cancer probes is 2770 and the
normal set contains 316 probes, summing up to 3086 samples, which is considered
a Big Data set in the field.

To perform any binary classification, e.g. certain cancer type versus normal,
these two datasets should be integrated. First, the common miRNAs subset must
be identified. The Cancer set has 1071 miRNAs and the Normal set has 1046
miRNAs, with 1046 miRNAs in common. Without entering into preprocessing
details, it is important to mention that, after eliminating the miRNAs with all
values zero and with many NaNs (Not a Number or not available) values, there
are just 644 miRNAs left. We selected the invasive breast carcinoma subset (549
patients) and the normal subset (316 probes), totaling 865 cases. This is one
of the few existing biomedical high-throughput datasets with more cases (865)
than variables (644). As a consequence, the risk of overfitting is alleviated, and
the credibility or the statistical power of the results is increased. The dataset
was log2 transformed and standardized with mean zero and standard deviation
one.

2.2 Classification Problems and Algorithms

As most of the small studies are based on about twenty patients, we created ran-
dom stratified subsets of the original datasets using createDataPartition function
from caret R package. Stratification is important because if it is omitted, some
small datasets could entirely miss one of the two classes. Small studies are sup-
posed to contain distinct but also similar patients. Thus, we allowed for possi-
ble overlap between datasets. The computationally intensive experiments benefit
from the capability of parallel computing in the caret R package. The BRCA and
N dataset is increased from 22 cases to the full set of 865 cases in steps of 9. Each
dataset was partitioned into a 75 % training and 25 % test set, and the accuracy
was reported on the test set.

To estimate the generalization capability of the predictive models, the
remaining cases were used as a validation set. Obviously, this is more relevant for
models with small sample size where the validation set is much larger than the
training and testing sets taken together. The accuracy on the training, testing,
and validation data sets were compared.

Three-fold cross-validation on the training set was repeated 100 times, to
mimic 100 studies with various numbers of patients, and the test accuracy was
estimated using Receiver Operating Characteristic (ROC) area under the curve
(AUC) metric. The variation of ROC AUC and the number of predictors with

https://www.synapse.org/
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sample size was statistically and graphically explored. When the number of pre-
dictors varied with the sample size, this variation was explored as well. Also, we
performed curve fitting to the accuracy versus sample size and predictor data, to
gain more insight into these dependencies. The MATLAB R2015b (MathWorks,
Inc., Natick, United States) Curve Fitting Toolbox was used for testing various
techniques available. The best fit was obtained with a power formula of the form
axb + c.

The advantages of decision trees (DT), especially useful for the biomedical
community, are the following:

– Implicitly perform feature selection.
– Discover nonlinear relationships and interactions.
– Require relatively little effort from users for data preparation:

• they do not need variable scaling;
• they can deal with a reasonable amount of missing values;
• they are not affected by outliers.

– Easy to interpret and explain.
– Can generate rules helping experts to formalize their knowledge.

For each sample size, we developed 100 C5 decision trees and CART models
respectively. The difference in the relevant miRNAs predictors for each model
was investigated. Then, their average ROC AUC and the average number of
predictors were estimated. To avoid overfitting, especially for the small sample
datasets, cross-validation was performed only on the training set, and a test set
was left out; the error on the test set was reported. To further estimate the
generalization capability, the remaining cases were used as a validation set. For
both classification algorithms default parameter settings were used. Ensemble
methods and hyperparameter optimization are on our to do list.

For C5, the R package C50 combined with caret were used, with the follow-
ing settings: CF = 0.25, minCases = 2. Usually, the first parameter (related
to pruning intensity) does not influence the accuracy significantly. The second
parameter specifies the minimum number of cases for a terminal node, and its
increase improves the generalization capability of the model but can decrease
the performance. For CART, the R package rpart together with caret were used,
setting the complexity parameter which penalizes the tree complexity regarding
the number of variables to cp = 0.2.

3 Results and Discussions

This section analyzes the results we obtain by trying different algorithms on
different sample sizes.

C5 decision tree ROC AUC has a minimum of 0.8523, a mean of 0.9646,
and a maximum of 0.9873. Figure 1 shows that the C5 decision tree ROC AUC
increases with the sample size of the datasets. The increase is more pronounced
for small data sizes and slows down for bigger data sizes. From the available tech-
niques included in MATLAB Curve Fitting Toolbox, power gives the best results.
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Fig. 1. The C5 decision tree ROC AUC versus the sample size of the datasets: results
and fitted power curve.

It fits a function of the form axb + c, where x represents the sample size, and the
coefficients (with 95 % confidence bounds) are: a = −0.5636(−0.7332,−0.3939),
b = −0.5461(−0.6466,−0.4456), and c = 0.9931(0.9865, 0.9997). Goodness of fit
was measured with summed squared error, SSE = 0.001883, R−square = 0.968,
Adjusted R−square = 0.9674, and root mean squared error, RMSE = 0.004452.
If one considers an AUC of 0.95 a good accuracy for a diagnosis test using C5
decision trees, the power function shows that a sample size of about 100 patients
could be considered reasonable. However, the accuracy continues to increase with
the sample size even beyond the value of the full study (865). This shows that
in this case bigger data improves the predictive power.

Fig. 2. The ROC AUC of C5 decision tree versus the number of miRNAs predictors:
results and fitted power curve.

Figure 2 shows the increase of the C5 decision tree ROC AUC with the number
of miRNAs predictors. The number of predictors varies between 1 and 11, with a
roundedmeanof 6.Again, thebest fitting resultswere givenby thepower algorithm
from MATLAB Curve Fitting Toolbox. It fits a function of the form axb + c, where
x represents the sample size, and the coefficients (with 95 % confidence bounds)
are: a = −0.07035(−0.07597,−0.06473), b = −1.053(−1.278,−0.8282), and c =
0.9845(0.9795, 0.9895). Goodness of fit was measured with summed squared error,
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SSE = 0.002932, R− square = 0.9502, Adjusted R− square = 0.9492, and root
mean squared error, RMSE = 0.005555.

If we consider an AUC of 0.95 as a good accuracy for a diagnosis test, this
can be achieved even with two predictors. The accuracy on the validation set is
similar with that on the test set. This is a good estimate of the generalization
capability of miRNA diagnosis tests based on about 100 cases and two predictors.

Fig. 3. The number of predictors of the C5 decision tree versus the sample size: results
and fitted power curve.

Figure 3 shows the increase in the number of miRNAs predictors with the
sample size of the datasets. The best-fitted curve was done with the power algo-
rithm from the Curve Fitting MATLAB Toolbox. It fits a function of the form
axb + c, where x represents the sample size, and the coefficients (with 95 % con-
fidence bounds) are: a = 0.06151(−0.05961, 0.1826), b = 0.7511(0.4774, 1.025),
and c = 0.1754(−1.499, 1.85). Goodness of fit was measured with summed
squared error, SSE = 147.1, R − square = 0.8037, Adjusted R − square =
0.7995, and root mean squared error, RMSE = 1.244. The fit is not as good
as the previous two cases, but the fitting accuracy is not the main point of
this exploratory analysis. It is just the general trend of these dependencies that
matters, and this is better seen by inspecting the fitted curves. An important
observation here is that the number of miRNAs predictors is still increasing after
the sample size reached the maximum available cases in the original dataset.

For CART, the ROC AUC has a minimum of 0.5000, a mean of 0.9408, and
a maximum of 0.9819. Comparing with the accuracy of the C5 decision tree -
minimum 0.8523, mean 0.9646, maximum 0.9873 - we can see that C5 performed
better. This is more significant for the minimum value, but less significant for
the mean and the maximum value. As the minimum value corresponds to small
studies, we conclude that C5 decision trees are better performers for such cases.

Figure 4 shows the CART ROC AUC dependence on the sample size.
Data is fit with a power function of the form axb + c, where the coeffi-
cients (with 95 % confidence bounds) are: a = −1078(−1363,−792.5), b =
−2.514(−2.598,−2.431), and c = 0.954(0.9531, 0.955). The goodness of fit is
measured by: SSE = 0.00189, R − square = 0.9933, Adjusted R − square =
0.9932, and RMSE = 0.00446.
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Fig. 4. The ROC AUC of CART versus the sample size: results and fitted power curve.

An interesting fact is that all CART models have the same number of predic-
tors (six), no matter what the value of the sample size is. However, the miRNAs
predictors are different for different models, with some overlaps. It is remarkable
to note that CART accuracy is almost constant for samples larger than about
100 patients. Moreover, a reasonable accuracy of 0.95 is reached around the same
sample size as C5 decision trees. Thus, if CART or C5 decision trees are used, a
good accuracy can be obtained with about 100 patients. This is about five times
more than the usual size of small studies, but also five times less than our full
breast cancer dataset. C5 benefits more than CART from bigger data size, its
accuracy increasing even beyond the full dataset sample size. The difference in
the discovered relevant miRNAs decreases with the sample size for both C5 and
CART, becoming negligible beyond 100 cases.

4 Conclusions

Most existing molecular diagnosis tests are based on small studies and classical
statistics. Decision trees are more powerful but still simple and can lead to
accurate, transparent, robust, and affordable diagnosis tests. Their accuracy and
number of predictors depend on the sample size of the study. The common belief
that small studies with about twenty patients can yield accurate diagnosis tests
with one or two molecular predictors is not well founded. Diagnosis tests with
a good compromise between accuracy and the number of predictors (related to
costs) can be developed using decision trees and a patient cohort of about 100
cases. However, the generalization capability of diagnosis tests based on sample
size between 20 and 100 is reasonably good, on the expense of lower accuracy.
To our best knowledge, this is the first time when such a large scale analysis is
presented, and the results offer important hints for developing accurate, robust,
and affordable molecular diagnosis tests.
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Abstract. Due to the high standards expected from diagnostic medical imag-
ing, the analysis of information regarding waiting lists via different information
systems is of utmost importance. Such analysis, on the one hand, may improve
the diagnostic quality and, on the other hand, may lead to the reduction of
waiting times, with the concomitant increase of the quality of services and the
reduction of the inherent financial costs. Hence, the purpose of this study is to
assess the waiting time in the delivery of diagnostic medical imaging services,
like computed tomography and magnetic resonance imaging. Thereby, this work
is focused on the development of a decision support system to assess waiting
times in diagnostic medical imaging with recourse to operational data of selected
attributes extracted from distinct information systems. The computational
framework is built on top of a Logic Programming Case-base Reasoning
approach to Knowledge Representation and Reasoning that caters for the han-
dling of incomplete, unknown, or even self-contradictory information.

Keywords: Waiting time � Diagnostic medical imaging � Knowledge
representation and reasoning � Logic programming � Case-based reasoning �
Similarity analysis

1 Introduction

The complex organization of the majority of health care systems across the world has
lead to the fragmentation of care services, increasing the challenges on the commu-
nication among facilities. The advances in technology are rapidly enhancing the
capacity of communication and integration of information coming from multiple
sources and/or services, being the Imagiology ones, without any doubt, one of them.
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Imagiology is one of the most important medical specialties and may be summarily
defined as the branch of medicine, which uses imaging to diagnose and treat diseases
seen within the body [1]. Under this context a variety of imaging techniques may be
used to diagnose or to treat diseases, such as X-ray radiography, UltraSound (US),
Computed Tomography (CT), Magnetic Resonance Imaging (MRI), Positron Emission
Tomography (PET), Nuclear Medicine (NM), among others. Thus, a big amount of data
deriving from different information systems, such as the Radiology Information System
(RIS), Picture Archiving and Communication System (PACS), and Electronic Patient
Record (EPR), is being collected in each diagnostic medical imaging service [1, 2].

One of the most critical issues regarding diagnostic medical services is the waiting
times in the delivery of diagnostic medical imaging like CT and MRI examinations [2].
These modalities are normally associated with greater waiting times, which must be
undoubtedly improved. Indeed, the standards expected from diagnostic medical
imaging services are high and the analysis of information regarding waiting lists via
different information systems, such as RIS and PACS, is of the utmost importance.
Thus, the operational data extracted from the clinical information systems should be
processed, aiming to generate relevant indicators in order to reduce the waiting times
[3]. Several factors are involved in the assessment of waiting times in the delivery of
diagnostic medical imaging examinations, such as the modality, type, priority and
ordering specialty. In addition, the patient gender and age also influence waiting times,
although gender should be, possibly, the weakest predictor in such analysis. The
establishment, its correspondent status (i.e., public, private, semi-private) and region
are other features that may certainly affect waiting lists and consequently the waiting
times associated to a given request [3].

Solving problems related to the screening of waiting times in the delivery of
diagnostic medical imaging services requires a proactive strategy, able to take into
account all these factors. In this work, the estimation of the waiting time will be
emphasized, under a Case Based Reasoning (CBR) approach to problem solving [4, 5].
Indeed, CBR provides the ability of solving new problems by reusing knowledge
acquired from past experiences, i.e., CBR is used especially when similar cases have
similar terms and solutions, even when they have different backgrounds [6]. Thereby,
this work is focused on the development of a decision support system to assess waiting
times in the delivery of diagnostic medical imaging services like CT and MRI, in
diagnostic medical imaging facilities.

2 Knowledge Representation and Reasoning

The Logic Programming (LP) approach to problem solving has been used in areas like
the ones related to knowledge representation and reasoning, either in terms as Model
Theory [7, 8], or Proof Theory [9, 10]. In present work the proof theoretical approach is
followed, leading to an extension to LP. Indeed, an Extended Logic Program is a finite
set of clauses, in the form:
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where “?” is a domain atom denoting falsity, the pi, qj, and p are classical ground
literals, i.e., either positive atoms or atoms preceded by the classical negation sign ¬
[9]. Under this formalism, every program is associated with a set of abducibles [7, 8],
given here in the form of exceptions to the extensions of the predicates that make the
program. The term scoringvalue stands for the relative weight of the extension of a
specific predicate with respect to the extensions of the peers ones that make the overall
program.

In order to evaluate the knowledge that can be associated to a logic program, an
assessment of the Quality-of-Information (QoI), given by a truth-value in the interval
0, …, 1, that stems from the extensions of the predicates that make a program, inclusive
in dynamic environments, is set [11, 12]. Thus, QoIi = 1 when the information is known
(positive) or false (negative) and QoIi = 0 if the information is unknown. Finally for
situations where the extension of predicatei is unknown but can be taken from a set of
terms, QoIi ε [0, 1]. Thus, for those situations, the QoI is given by:

QoIi ¼ 1=Card ð1Þ

where Card denotes the cardinality of the abducibles set for i, if the abducibles set is
disjoint. If the abducibles set is not disjoint, the clause’s set is given by
CCard
1 þ � � � þCCard

Card , under which the QoI evaluation takes the form:

QoIi1� i�Card ¼ 1
�
CCard
1 ; � � � ; 1�CCard

Card ð2Þ

where CCard
Card is a card-combination subset, with Card elements. As an example, let us

consider the logic program given by:
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where ⊥ denotes a null value of the type unknown. It is now possible to split the
abducible or exception set into the admissible clauses or terms and evaluate their QoIi.
A pictorial view of this process is given below (Fig. 1), as a pie chart.

The objective is to build a quantification process of QoI and measure one’s Degree
of Confidence (DoC) that the argument values or attributes of the terms that make the
extension of a given predicate with relation to their domains, fit into a given interval
[13]. The DoC is evaluated as it is illustrated in Fig. 2, i.e., DoC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dl2

p
, where Dl

stands for the argument interval length, which was set in the interval [0, 1]. Thus, the

Fig. 1. QoI’s values for the abducible set of clauses referred to above, where the clauses
cardinality set, K, is given by the expression CCard

1 þCCard
2 þ � � � þCCard

Card
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universe of discourse is engendered according to the information presented in the
extensions of such predicates, according to productions of the type:

predicatei �
[

1� j�m

clausej QoIx1 ;DoCx1ð Þ; � � � ; QoIxn ;DoCxnð Þð Þ :: QoIi :: DoCi

ð3Þ

where [ and m stand, respectively, for set union and the cardinality of the extension of
predicatei. DoCi stands for itself [13].

3 Methods

Aiming at developing a predictive model to assess the waiting time for an exam sent
from a diagnostic medical imaging facility. The data was acquired from the Diagnostic
Imaging Department (DID) of Centro Hospitalar do Porto (CHP), in Oporto, Portugal,
during the first trimester of 2015 (i.e., from January to March 2015). The personal
information was removed in order to protect the confidentiality of the patients involved.
Indeed, this section specifies, briefly, the process of data set creation and how it is
processed.

3.1 Case Study

To feed the CBR process it was necessary to gather data from several sources and
organize it. In the present study the information was organized at a star schema, which
consists of a collection of tables that are logically related to each other [14]. To obtain it
was necessary to go through a set of phases, where in the former one it is analyzed the
patients’ data in order to select the relevant information for the problem at hand, i.e.,
the development of a predictive model to estimate the waiting time in diagnostic
medical imaging. Based on literature [3] and taking into account the opinions of the
professionals of DID, the parameters chosen to estimate the waiting time was grouped
in three categories, i.e., related with the ordering, associated to the patient and related
with the healthcare facilities. The variables chosen are presented in Fig. 3. The next

Fig. 2. Degree of confidence evaluation
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step had into account the dimensions that would be needed to define these parameters
on the fact table. This table consists of numeric values (IDs) and foreign keys to
dimensional data where the descriptive information is kept. Finally, information from
several sources was collected, transformed according the fact and dimension table and
loaded to fact table. Thus, a database was developed according the dimensional model
with recourse to Oracle SQL Developer in order to collect data that stems from different
information systems that are currently used by the Diagnostic Imaging Department of
Centro Hospitalar do Porto, including RIS and PACS.

3.2 Data Processing

After having obtained the data it is possible to build up a knowledge database given in
terms of the extensions of the relations depicted in Fig. 3, which stand for a situation
where one has to estimate the waiting time of an exam sent from a diagnostic medical
imaging facility. Under this scenario some incomplete and/or default data is present
(for instance, the ordering specialty in case 1 is unknown, and symbolized as ⊥).

The columns Gender, Modality and Priority of Waiting Time Screening table are
populated with 0 (zero) or one (1) denoting, respectively, Female/Male, MRI/CT and
Routine/Urgent.

Once the data was acquired from the same healthcare facility, the healthcare facility
related factors were not considered in the present study. Thus, applying the reduction
algorithm presented in [13], to the fields that make the knowledge base for Waiting
Time Screening (Fig. 3), excluding of such a process the Description one, and looking
to the DoCs values obtained as described in [13], it is possible to set the arguments of
the predicate waiting time (wt) referred to below, which extensions denote the objective
function with respect to the problem under analysis:

Fig. 3. A fragment of the knowledge base for waiting time screening in diagnostic medical
imaging
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wt : Age;Gender;Date;Modality; Type;Priority;OrderingSpecialty ! 0; 1f g ð4Þ

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
Exemplifying the application of the algorithm presented in [13], to a term (request)

that presents feature vector (Age = 62, Gender = 0, Date = [23, 28], Modality = 1,
Type = 69, Priority = 0, Ordering Specialty = ⊥), and applying the procedure referred to
above, one may get:
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Under this approach, it is now possible to represent the case repository in a graphic
form, showing each case in the Cartesian plane in terms of its QoI and DoC (see Fig. 5
in Sect. 4). Thus, the data can be presented in two different forms, one that is com-
prehensible to the user and the other in a way that speeds the retrieve process.

4 Case-Based Reasoning

CBR methodology for problem solving stands for an act of finding and justifying the
solution to a given problem based on the consideration of past ones, by reprocessing
and/or adapting their data and/or knowledge [4, 5]. The cases are stored in a Case Base,
and those cases that are similar or close to a new one are used in the problem solving
process.
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The typical CBR cycle presents the mechanism that should be followed to have a
consistent model. The first stage comprises an initial description of the problem. The
new case is defined and it is used to retrieve one or more cases from the repository. At
this point it is important to identify the characteristics of the new problem and retrieve
cases with a higher degree of similarity to it. Thereafter, a solution for the problem
emerges, on the Reuse phase, based on the combination of the new case with the
retrieved case. The suggested solution is reused, i.e., adapted to the new case,
becoming a Solved Case [4, 5]. However, when adapting the solution it is crucial to
have feedback from the user, since automatic adaptation in existing systems is almost
impossible. This is the Revise stage, in which the suggested solution is tested by the
user, allowing its correction, adaptation and/or modification, originating the test
repaired case that sets the solution to the new problem. The test repaired case must be
correctly tested to ensure that the solution is indeed correct. Thus, one is faced with an
iterative process, since the solution must be tested and adapted while the result of
applying it is unsatisfying. During the Retain (or Learning) stage the case is learned and
the knowledge base is updated with the new case [4, 5]. Despite promising results, the
existent CBR systems are neither complete nor adaptable enough for all domains. In
some cases, the user is required to follow the similarity method defined by the system,
even if it does not fit their needs [5, 15]. Furthermore, the existent CBR systems have
limitations related to the capability of dealing with unknown, incomplete or
self-contradictory information [5, 15].

Unlike other problem solving methodologies, namely those that use Decision Trees
or Artificial Neural Networks, relatively little work is done offline. Undeniably, in
almost all the situations, the work is performed at query time. The main difference
between this new approach and the typical CBR one relies on the fact that not only all
the cases have their arguments set in the interval 0, …, 1, but it also allows for the
handling of incomplete, unknown, or even self-contradictory data or knowledge [15].
The typical CBR cycle was changed in order to include a normalization phase aiming
to enhance the retrieve process (Fig. 4). Thus, the case base will be given in terms of
triples that follow the pattern:

Case ¼ \Rawcase;Normalizedcase;Descriptioncase [f g ð5Þ

where Rawcase and Normalizedcase stand for themselves, and Descriptioncase is made on
a set of production rules or even in free text, which will be analyzed using string
similarity algorithms.

In presence of a new case, the system is able to retrieve all cases that meet such a
structure and optimize such a population, i.e., it considers the attributes DoC’s value of
each case or of their optimized counterparts when analysing similarities among them.
Thus, under the occurrence of a new case, the goal is to find analogous cases in the
knowledge base. Having this in mind, the algorithm given in [13] is applied to the new
case, with feature vector (Age = ⊥, Gender = 1, Date = 45, Modality = ⊥, Type = 23,
Priority = 1, Ordering Specialty = 152), leading to:
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wtnew 1; 0ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 0ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þð Þ :: 1 :: 0:714|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
new case

ð6Þ

Now, the new case may be visualized on the Cartesian plane, and by using data
mining techniques, like clustering, one may identify the clusters that intermingle with
the new one (epitomized as a square in Fig. 5). The new case is compared with every
retrieved case from the cluster using a similarity function sim, given in terms of the
average of the modulus of the arithmetic difference between the arguments of each case
of the selected cluster and those of the new case (once Description stands for free text,
its analysis is excluded at this stage). Thus, one may get:

Fig. 4. An extended view of the CBR cycle [15]

Fig. 5. A case’s set split into clusters
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wt1 1; 1ð Þ; 1; 1ð Þ; 1; 0:98ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þð Þ :: 1 :: 0:997
wt2 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 0:87ð Þð Þ :: 1 :: 0:981

..

.

wtj 1; 0:95ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 1ð Þ; 1; 0ð Þð Þ :: 1 :: 0:850|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
normalized cases from retrieved cluster

ð7Þ

Assuming that every attribute has equal weight, the dissimilarity between wtDoCnew

and the wtDoC1 , i.e., wtDoCnew!1, may be computed as follows:

wtDocnew!1 ¼
0� 1k kþ 1� 1k kþ 1� 0:98k kþ 0� 1k kþ 1� 1k kþ 1� 1k kþ 1� 1k k

7
¼ 0:288

ð8Þ

Thus, the similarity for wtDoCnew!1 is 1 − 0.288 = 0.712. Regarding QoI the procedure
is similar, returning wtQoInew!1 ¼ 1. With these values we are able to get a global simi-
larity measure, i.e.,

wtQoI;DoCnew!1 ¼ 1þ 0:712
2

¼ 0:856 ð9Þ

These procedures should be applied to the remaining cases on the retrieved cluster
in order to obtain the most similar ones, which may stand for possible solutions to the
problem.

5 Conclusions

This work starts with the development of an intelligent system to assess the waiting
time in the delivery of diagnostic medical imaging services, like computed tomography
and magnetic resonance imaging, centred on a formal framework based on Logic
Programming for Knowledge Representation, complemented with a CBR approach to
computing. The knowledge representation and reasoning techniques presented above
are very versatile and capable of covering every possible instance, by considering
incomplete, unknown, or even self-contradictory information. With this approach the
retrieval stage was optimized and the time spent in this task was shortened in 28.9 %
and the overall accuracy was 86.8 %, when compared with existent systems. Moreover,
the approach followed in this work allows the user to define the cases weight of the
cases’ attributes on the fly, letting the user to choose the strategy he/she prefers. This
feature gives the user the possibility to narrow the search space for similar cases at
runtime.

Future work should include data acquired from several healthcare facilities (public,
semi-public and private), and from different regions of Portugal. Different string sim-
ilarity strategies will be considered and implemented, once Descriptions will be given
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in terms of logical formulae, being therefore subject to proof. Furthermore, it is also
mandatory to specify and to implement an independent CBR system to automatically
choose which strategy is the most reliable, considering the problem’s specifity.
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Abstract. Massive amount of data sets are continuously generated from a wide
variety of digital services and infrastructures. Examples of those are
machine/system logs, retail transaction logs, traffic tracing data and diverse
social data coming from different social networks and mobile interactions.
Currently, the New York stock exchange produces 1 TB data per day, Google
processes 700 PB of data per month and Facebook hosts 10 billion photos
taking 1 PB of storage just to mention some cases. Turning these streaming data
flow into actionable real-time insights is not a trivial task. The usage of data in
real-time can change different aspects of the business logic of any corporation
including real time decision making, resource optimization, and so on. In this
paper, we present an analysis of different aspects related to real-time data
analytics from an algorithmic perspective. Thus, one of the goals of this paper is
to identify some new problems in this domain and to gain new insights in order
to share the outcomes of our efforts and these challenges with the research
community working on real-time data analytics algorithms.

Keywords: Big data � Real-time data analytics �Machine learning algorithms �
Large-scale stream data processing

1 Introduction

One of the current challenges for today’s businesses is not only to understand who the
customers are but also to gain a better understanding related to the users’ contextual
information including their location, real-time actions and patterns of communication.
Large volume of data sets are continuously generated from online communication,
emails, video and audio sharing images, user clicks, log data, posts in social media,
search queries, user health records, social networking interactions, scientific informa-
tion, sensor data and mobile phones and their applications. All these different pieces of
data add new dimensions to customer related information, thus creating new challenges
for business and organizations in relation to how to take benefits of these data. But Big
Data by itself does not have any value until it is organized, processed and visualized in
ways that help to resolve some vital business challenges. Using Big Data in real time
involves access to powerful analytics techniques and methods that include both soft-
ware tools and the required expertise to use them. In this respect, real time services are
very significant for customer centric care in order to prevent churn and to form loyal
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customers within a particular market. Real-time information can be used for churn
prediction as it may provide necessary feedback in real time for avoiding churn. In real
time data analytics, there are many factors such as low latency data ingestion, fast data
aggregation, flexible data filtering, clustering data stream, data exploration, and data
visualization that effect overall performance [1, 2]. All of these factors need to be
addressed in different phases of real-time data analytics using different algorithms.
Thus, in order to explore this issue, we have identified the following research question:

How do the different algorithms perform real-time stream data processing and what
are the most salient advantages and drawbacks of those?

However, most of the data analytics frameworks and algorithms are introduced initially
for batch processing. It is not sufficient to deal with real time streaming data processing
using these batch-processing algorithms. Some studies for improving the real-time data
analytics tools and frameworks have been presented in [1–3]. In one of our recent
papers [4], we have also discussed different frameworks in term of tools and tech-
nologies for real time analytics. Thus, for complementing those efforts, the focus of this
paper on those aspects related to real time data analytics algorithms.

The building blocks for real time data analytics are data collection, data analysis,
and response access [1–3]. Different kinds of algorithms are required to carry out the
different processes performed in these building blocks. To the best of our knowledge,
few are the studies that illustrate and classify the different algorithms used on the
building blocks of real-time data analytics. In this paper, we illustrate and discuss the
different stream data algorithms used in these building blocks.

The rest of the paper is organized as follows. The motivation and problems in
real-time data analytics were stated in Sect. 1. The algorithms used in the different
building blocks of real-time data analytics are discussed, analysed, and illustrated in
Sect. 2. Hence, attributes and limitations can be understood for further improvement of
the real-time data analytics algorithms from this section. A discussion about the dif-
ferent approaches and the associated challenges is the focus of Sect. 3. Section 4
presents the conclusion of this paper.

2 Analysis of Real-Time Data Analytics Algorithms

Real-time data analytics is a combined process consisting of other sub-processes per-
formed at different stages during the data analysis. Multiple data analytics algorithms
are required for executing these sub-processes. Figure 1 above shows the building
blocks and corresponding processes of real-time data analytics phases [1–3]. In the
following sub-sections, different algorithms used in these building blocks will be
presented and discussed.

2.1 In Real-Time Data Collection

Real-time data collection is the first building block of real-time data analytics as
described in Fig. 1. In this block, we have identified three different processes such as
stream data filtering, data anonymization, and data correlation.
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Stream Data Filtering. Filtering stream data is one of the important processes in
real-time data analytics, since huge volume of stream data often may not be required for
all kind of data analysis. Moreover, storing and processing data in a cloud environment
(such as AWS of Google) is price-sensitive. Besides, identifying the inseparable part of
data, collected from different sources at different points in time is a challenging issue.
Algorithms for stream data filtering can be grouped as follows:

Load shedding in Data Streams: Load shedding adjusts the changes required by
stream data receiver by discarding some of the unprocessed data to reduce system load
[5]. Therefore, load-shedding algorithms should have the ability to tune the time and the
positions in the query for performing load shedding efficiently. A load-shedding algo-
rithm is presented in [5] considering optimal timestamp and placement of load shed.

Sliding Window for Data Stream processing: A sliding window is used for
extracting features from a time series sequence and adds those features into an index
structure to improve query efficiency. This type of data extraction model can be
complicated as time efficient feature mining is required for individual streaming event.
Incremental feature extraction method is introduced to leverage this complication [6].

Data Anonymization. Privacy and security of data are often one of the main concerns
of the users for many systems. Users of these real-time data analytic systems can be
either the organization’s employee or its customers. Since these real-time data analytics
would be involved with the user’s public and private data, there should be proper
specifications, as well as methods to address this concern of privacy and security of
individual data, data sources, services, etc. In this regard, data in real-time data ana-
lytics should be anonymized. But there is a dilemma related to data anonymization. For
example, how should this data be anonymized and at what extent is a central question.
For proper data anonymization, both data and the source of data should be considered
while preserving the identity of the data for future use [7].

In real-time data analytics, this dilemma is one of the key research problems. For
instance, a frequent Facebook user may not disclose his/her identity while he/she is using
Facebook authentication for accessing another service/s. On the other hand, the service
provider needs the user behaviour, location, and frequency of access for that particular
service. Therefore, it is a challenging issue to preserve the quality and merit of the data
while anonymization [8]. Usually, different methods such as suppression, generalization,

Fig. 1. Building blocks of real-time data analytics
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perturbation, and permutation are used for developing the anonymization algorithms by
transforming the original data into another form [7]. For instance, K-anonymity can also
be used for preserving privacy [29]. Thus main challenge for data anonymizing algo-
rithms is to find the trade-offs between privacy and information loss [29].

Data Correlation. Data correlation (also refers as joining streams) from different
sources is a basic operation in order to relate information from various stream data. Join
processing in data streams is useful for many applications, for instance sensor network
where stream data from different sources are needed to connect with each other. There
are a couple of joining approaches such as max-subset measure, age based model,
frequency based model, towards general stochastic models, etc. However, more
adaptive processing approaches are required for joining stream in order to deal with the
changes and fluctuations occurred in the stream data [9]. In most of the cases of real
time data analytics, it is required to keep track and analyse the pattern over time in
real-time data analytic [9]. Several other studies such as [10–12] have presented dif-
ferent methods for change detection of data stream. Identifying the significant changes
in data streams is one of the primary tasks of real-time data analytics. The main
methods in this category are those of data visualizing the modification in the stream
data and identifying data dissolution and shifting [13].

Like time stamp there are several other issues such as the source of data, data
integrity, and identification of similar event data from different sources, etc. are to be
considered as well. For instance, how much time the real-time data analytics should
wait for associating different sources of data, since most real-time data analytic work
using the one-pass analytic approach.

2.2 In Stream Data Analysis

Referring back to the second building block, this sub-section describes the data analysis
algorithms for stream data. For real time stream data processing, algorithms require to
be very dynamic and robust in nature to deal with these diversified data. Researchers
have been working for the last few decades to improve the data analysis algorithms in
order to adjust with the increasing amount of data by speeding up processors following
Moore’s Law1.

However, data analysis algorithms in real time deal with different problems such as
classifying, clustering, pattern mining, creating decision tree, etc. [2]. The classification
problem is one of the fundamental areas of study for data analysis in machine learning
and data mining. Classification techniques illustrates the set of supervised learning
methods in which a set of dependable variables have to be predicted based on another
set of input features [14]. For supervised learning (in which data is completely labelled
for presenting to the machine learning algorithm), there are two distinguishing models
such as classification and regression. Classification deals with the categorical attributes
as dependent variables while regression deals with the numerical attributes considering

1 Moore’s law is the declaration that throughout the history of computing hardware, the amount of
transistors in an integrated circuit duplicates itself after each consecutive two years.
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its output. Model building and model testing are two phases of the classification. To
solve classification problems, several algorithms such as decision trees, rule based
methods and neural networks are used [15]. Since data is needed to pass multiple times
as input, these algorithms are used for classifying the static data sets. On the other hand,
in real time stream data processing, the entire data set is required in one pass.
Therefore, dealing with the large volume of stream data for classification is quite
difficult and still a challenge to resolve.

Frequent pattern mining for streaming data is carried out in data analysis phase. The
problem of frequent pattern mining in data streaming is first identified and presented in
[16]. Later, it has been identified that frequent items sent might be found in the sliding
window or the entire data stream [17]. Several numbers of proposals [18–20] have been
presented in the last decades for pattern mining or matching. But these algorithms
require consistent dataset with two or more pass constraint. Considering all stream
processing tasks, there are three issues to identify the frequent patterns [16]. First of all,
an exponential number of patterns are required to search in the objective space in
frequent pattern mining. The dataset that contains the samples of frequent pattern can
also be large. Therefore, space cost for pattern answering set is significant in a streaming
environment. Hence, memory efficiency of the algorithms should be very high [16].

Secondly, frequent pattern mining depends on the functionalities of pruning
infrequent patterns while generating the frequent patterns. The process of generating
patterns by pruning infrequent patterns is computationally expensive. Besides,
adjusting high velocity stream data is also difficult for memory constraint [16].
Therefore, level of acceptability of mining result varies from user to user. Additionally,
pattern mining algorithm should offer the flexibility to the user for selecting the
threshold point for pattern mining result [16]. In this case, clustering, decision tree
algorithms can be applied in data analysis phase.

Online Learning Algorithms. Online learning algorithms deal with the problem to
make decisions instantly using the real-time data or in combination with historical data.
Online learning algorithms and their relevant criteria have been reviewed in [21, 22].
These papers stated that online learning methods are involved with machine learning
and pattern recognition algorithms. Further, online learning algorithms have been
classified into the update type, problem type and aggressive level [22]. Algorithms of
update type are straightforward. In this algorithm: (i) for correcting predicted answers
no update is made (ii) instances with corresponding unit vector from weight vector are
added (iii) most recent learning is used for updating the weight vector [22]. On the
other hand, [23] proposes online algorithms that bring up to date weight vector using
the multiplicative method. Weighed Majority, Winnow, and Exponentiated Gradient
(EG) algorithms also use multiplicative updates. Multiplicative updates perform better
than additive updates for the instances with many noisy components [22]. [24] pro-
posed the p-norm algorithms that use both additive and multiplicative updates. Problem
type algorithms follow question-answer approach. Although the Perceptron method
was introduced for simply answering yes/no type questions, more complex answers are
frequently required in real-world applications. For instance, the learner is often required
to select an answer from a number of possible answers during multiclass categorization
[25]. On the other hand, [25] proposed an aggressive level of perceptron. In this
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approach updates are conducted for correcting perceptron answers while input
instances are quite closure to the decision boundary [25]. Some constraints such as
communication in distributed learning, memory limitation, incremental updating in
stream data, partial information arrival (e.g. due to corrupted, sanitization), etc. are
some common problems for online learning algorithms [30]. Therefore, these con-
straints are required to be considered for online algorithms.

Offline Learning Algorithms. Offline learning algorithms are usually used for batch
data processing, and do not designed for incremental learning. However, these algorithms
can also be applied in real-time data analytics. In offline learning, the classifier needs to
learn from a sequence of elements of the occurrence [26]. Then, the classifier predicts
using guess and trial basis. Offline learning is used for quicker and less costly learning
operations. Online learning and offline learning have been compared in [26] while
illustrating the properties of these two approaches. This method of learning is used for
regular and orderly incoming stream data. For example, if a system needs to authenticate
the employees for accessing to a particular office using finger print, the classifier of the
system is required to be trained using the stored finger prints previously taken from the
user. Regression algorithm, instance-based algorithm, decision tree algorithm, Bayesian
algorithms, etc. are some forms of algorithms introduced for offline learning.

Hybrid Learning Algorithms. In hybrid learning algorithms, both online and offline
learning are combined together to improve performance in stream data analysis. For
example, in order to accurate prediction, some real-time data analytics (e.g. Earthscope -
a science project for tracking North America’s geological evolution uses both history
data and streaming data) requires both stream processing and batch processing of history
data of similar event. In this case, combination of more than one online and/or offline
learning algorithms are required. This learning approach is referred as hybrid learning.
For instance, [27] proposes a new hybrid model for training the adaptive network based
fuzzy inference system (ANFIS). This model combines one of the particle swarm opti-
mization (PSO) algorithm with the recursive least square (LS) algorithm for training [27].

2.3 In Real-Time Response

Real-time response generation is the third building block in any real-time data ana-
lytics. After analysing the real time stream data, responses are generated to support
decision-making. This section provides an overview on real-time response APIs that
can be categorized as response access API and visualization API. We have found that
there area couple of issues to handle with the Response Access API.

Response Access API. Responses are presented usually in different data formats such
as XML, JSON, HTML, text, etc. Customized API development is often required for
real-time response generation and access. A sense and response service architecture is
presented in [28] in which a sense and response loop is always in execution state for
real-time fraud detection in business process [28]. In this approach, after sensing and
analyzing a real-time event data, an automatic response is generated for selecting the
appropriate decision [28].
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Real-Time Visualization API. Interactive visualizations link the computational pro-
cesses with human analysis [7]. If all of the processes in different building blocks (i.e.
processes in data collection and data analysis stage) are performed efficiently during
real-time data analytics, a quick response can be generated based on this data analysis
fora better and more informed decision.

3 Discussion and Future Challenges

One of the aims of this paper is to analyse the real-time data analytics algorithms from
an architectural point of view. In line with this goal, this paper presented different
building blocks of the real-time data analytics. In our observation, each of these
building blocks has significant impact to ensure high performance for almost all kind of
real-time analytical tasks. As shown in Fig. 1, real-time data analysis is performed in
three phases including real-time data collection, real-time data analysis, and real-time
response generation. One of the main challenges we have identified in real-time data
collection involves data filtering (e.g. keyword based search, querying), data
anonymization, and data correlation (e.g. pattern matching), which are not trivial
problems. We also mentioned that the real-time data analysis can be generalized in
three ways: online learning, offline learning, and/or hybrid learning. More efforts are
required for increasing the efficiency of real-time machine learning algorithms. Thus
improving the existing algorithms is one dimension of our possible future efforts.
Additionally, we observed that real-time response requires Response Access API
and/or Visualization API. A wide range of Response Access APIs and Visualization
APIs are required to develop reactive data–centric large-scale mobile applications.
Therefore, another line of direction for our future efforts includes developing the
necessary APIs for accessing data from applications interface. Table 1 presents an
overview and summary of our efforts related to the analysis of algorithms for real time
stream data:

Table 1. Overview of real-time data analytics algorithms

Phases Processes in 
each phases

Description

A
lg

or
ith

m
s 

in
D

at
a 

C
ol

le
ct

io
n

Data
Filtering

Input Raw event's stream data
Functions
Performed

Exclude irrelevant event data from the stream

Output Filtered event stream data adjustable with 
processing rate

Challenges a) identifying appropriate irrelevant data for the 
query processing in real-time data analytics
b)load shedding

Data 

Input Filtered event stream data adjustable with 
processing rate

Functions Hide control parameters (e.g. source, timestamp, 
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Table 1. (Continued)

Anonymizat-
ion

Performed route, identity, etc.) of event data

Output Anonymizedstream data

Challenges a)need anonymizing and de-anonymizing 
algorithm
b)appropriate parameters selection for 
anonymizing
c)preserving integrity of the event stream data
without loss of critical data for analysis

Data 
Correlation

Input Anonymizedstream data
Functions
Performed

Correlates event stream data for data analysis

Output Sanitized and processed data for data analytics
Challenges a)identifying and joining anonymized data

b)setting timestamp for data correlation
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Online/Offline 
/Hybrid 
learning

Input Sanitized and processed data for data analytics
Functions
Performed

a) classification, 
b) pattern mining 
c) clustering
d) create decision tree

Output Prediction as response for query processing in 
real-time data analytics

Challenges a) finding less time consuming and efficient 
classification, clustering, and pattern 
mining algorithms for stream data

b) constraints such as communication in 
distributed learning, memory limitation, 
incremental updating in stream data, 
partial information arrival
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Response 
Access API

Input Prediction as response for query processing in 
real-time data analytics

Functions
Performed

Generate response from decision tree

Output Response as HTML, XML,JSON or any machine 
readable format

Challenges a)authenticating response access request
b)authorization of response request 
c)security of the response data
d)need platform independent, portable and most 
understandable formatted response API 
e)need easily accessible and compatible response 
access API for the existing platforms and tools

Visualization 
API

Input Prediction as response for query processing in 
real-time data analytics

Functions
Performed

a)generate and visualize response from decision 
tree

b) change& trend detection, event tracking
Output Graphical form of visualization from response

Challenges a)to deal with large size and high dimensionality 
of data
b)rendering graphical view of large stream data 
within a very fractional timestamp
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4 Conclusion

Real time data analytics can play an important role for developing smart solutions in
sectors such as transportation, energy efficiency, and health care. However, the
requirements for developing a framework to perform real-time analysis are expensive
from a technology selection to algorithm development. In this paper, we present a
qualitative study on real-time data analytics from an algorithmic perspective. The
algorithms are classified based on the building blocks of real-time data analytics.
Further, we summarize the real-time data analytic algorithms for understanding the
processes, input/output, and existing challenges that are needed to be resolved.
Therefore, the key contributions of this paper are two-folds (1) to classify the different
real-time data analytics algorithms based on the architectural building blocks of
real-time data analytics and (2) to identify the challenges of applying real-time data
analytic algorithms.
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Abstract. Due to the curse of the dimensionality, high-dimensional
data visualization has always been a difficult and hot problem in the
field of visualization. Some of the existing works mainly use dimension-
ality reduction methods to generate latent dimensions and visualize the
transformed data. However, these latent dimensions often have no good
interpretability with user knowledge. Therefore, this paper introduces a
high-dimensional data visualization method based on user knowledge.
This method can derive dimensions aligned with user knowledge to reor-
ganize data, then it uses scatter-pie plot matrix, an extension of scatter
plot matrix, to visualize the reorganized data. This method enables users
to explore the relationship between the known and unknown data as well
as the relationship between the unknown data and the derived dimen-
sions. The effectiveness of the method is validated by the experiments.

Keywords: High-dimensional data · Visualization · TSVMs

1 Introduction

In science, engineering and biology, high-dimensional data often occur. Larger
and larger variables bring us great challenges in data analysis. And people can
only perceive 2D and 3D space. Therefore, due to the curse of dimensionality
and the limited view space, high-dimensional data analysis has always been a
difficult problem in the field of visualization.

There are usually two steps to do when we visualize the high-dimensional
data. The first step we usually need to do is to transform the data, and the
second is visualization. The most commonly used way when transforming the
data is to transform the original data variables in a linear or non-linear way
which is usually called Dimensionality Reduction (DR) [1], such as the well
known Principal Components Analysis (PCA), Multidimensional Scaling (MDS)
and Locally Linear Embedding (LLE). Those methods usually use the statistical
properties and create latent dimensions. However, these latent dimensions are
usually difficult to interpret with user knowledge. For better understanding and
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interpreting, a few works take the importance of user knowledge in exploring
high-dimensional data into account. For example, an approach introduced by
Gleiher [2] can generate projection functions meaningful to users. But it only
considered the known data. Since user knowledge is limited, it is difficult for us to
know all the observed data. And the widely used visualization techniques, such
as the scatterplot matrix and parallel coordinates, cannot reflect user knowledge
over different aspects of data.

To solve the limitations mentioned above, here we introduce an app-
roach which integrates user limited knowledge to visualize and explore high-
dimensional data. Our approach can derive dimensions that align with user
knowledge and reorganize data. By providing a visualization method scatter-pie
plot matrix, users can explore the reorganized data and discover new knowledge.
We describe the main tasks of the process when visualizing and exploring the
high-dimensional data with user limited knowledge. Then we use a dataset to
demonstrate how our approach works. To make a summary, our method has the
following features: (1) Derive new dimensions that align with user knowledge and
reorganize the data, including the known and unknown data; (2) Discover the
relationship between the known and unknown data as well as the relationship
between the unknown data and the derived dimensions through scatter-pie plot
matrix.

2 Methods

2.1 Motivation

We aim to visualize and explore high-dimensional data. However, for the curse of
dimensionality and the limited view space, it is difficult for users to visualize and
explore it. The traditional approaches usually mapped high-dimensional data
into low-dimensional space by creating new latent dimensions using statistical
methods. And these approaches usually called Dimensionality Reduction (DR).
However, they usually ignore the importance of user knowledge in exploring data.
Therefore, we expect to integrate user knowledge to derive dimensions for better
understanding and interpreting the data. Although a few works considered about
user prior knowledge, users usually cannot know all the observed data and they
may be more interested in the unknown data in addition to the known data.
Hence, we expect to take user known and unknown data into account when
deriving dimensions that align with user knowledge. Then we can use the derived
dimensions which align with user knowledge to reorganize the data, and by this
way the view space will be saved and users can have a better understanding of
the derived dimensions. Because of visualization is a more intuitive way to help
user understand the data, it is an essential way for users to explore the data.
Since users are more interested in the unknown data, we expect to visualize the
data that can reflect the relationship between the known and unknown data
as well as the relationship between unknown data and the derived dimensions.
To solve the problem mentioned above, we derive two main tasks: (1) Derive
dimensions that align with user knowledge. Considering about the user limited
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Fig. 1. Illustration of the pipeline when visual exploration of high-dimensional data.

prior knowledge, the unknown data are also taken into account. (2) Visualize
the reorganized data. Since the data include both the known and unknown data,
the view should reflect user knowledge over the data.

2.2 Main Framework

To solve the problem, our approach is designed to support the above tasks.
Figure 1 is given as an illustration of the pipeline: (1) mark data, (2) derive dimen-
sions, (3) visualization, (4) discover knowledge. To make it more concrete, here
we provide an example to explain the workflow. For instance, the user who has
a dataset of city livability data (see Table 1) can mark cities (Step 1) according
to their knowledge. Cities belong to Europe, such as Rome, will be marked with
Europe. Cities not belong to Europe, such as New York and Beijing, will be marked
with non-Europe. However, cities such as Athens and Bogota are not familiar to
user and user does not know whether they are belonged to Europe, so they are
marked with nothing. Then our method which takes the known and unknown data
into account enables user to derive dimension Europe-ness (Step 2) by integrat-
ing annotations user marked. Obviously, cities in Europe should be much more
Europe-ness than other cities. And the derived dimensions are used to reorga-
nize the data. When visualizing the reorganized data (Step 3), our design can
reflect user knowledge over the different aspects of data. Finally, by exploring the
reorganized data, user can discover (Step 4) the relationship between the known
and unknown data as well as the relationship between the unknown data and the
derived dimensions.

Next, we will introduce our method in two parts: firstly, derive dimensions
that align with user knowledge to reorganize data. Secondly, visualize the reor-
ganized data and explore the reorganized data to discover new knowledge.

Table 1. Sample data in city livability dataset

City New York Beijing Mexico City Rome Paris Tokyo HongKong Athens Bogota Cairo

Education indicators 1 3 2 1 1 1 1 2 3 4

Healthcare indicators 1 4 3 1 1 1 2 1 3 3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



324 Q. Liu et al.

2.3 Derive Dimensions Aligned with User Knowledge

In order to make our method easy to understand, here we still use the example
mentioned above, but our method can also be used in other dataset.

According to the user marks on the data, we divide the data into three kinds
of types. One is user known European cities, one is user known non-European
cities, and the last one is user unknown cities. And the value of European
cities should be higher than those non-European cities. This reminds us the
semi-supervised binary prediction problem. Therefore, we use the convention y
denoted as the labeled vector, and vector x denoted as data objects. And data
points labeled 1 means they are positive elements (e.g. European cities), −1
means they are negative elements (e.g. non-European cities), and 0 means they
are unlabeled data (e.g. user unknown cities). Then we use projection function
f(x) denoted as the derived dimension and it aligns with user knowledge that
European cities should have higher values than non-European cities.

We seek the projection function f(x), and we usually think about the linear
function f(x) = w · x + b. Since hyper-plane w · x + b = 0 can separate the
two classes and the distance |w ·x+ b| can present the correctness and certainty
of data belonged to the class. And the positive sign of the label makes data
which are far from the hyper-plane have high values that European cities are
much more Europe-ness than non-European cities. Therefore, we use projection
function f(x) = w · x + b denoted as the derived dimension which meets that
data in positive set have higher values than data in negative set.

Since Transductive Support Vector Machines (TSVMs) [3] has the following
features, here we use TSVMs to solve the problem mentioned above. Firstly, it
can generate projection function f(x) aligned with user knowledge that data in
positive set have higher values than data in negative set. Secondly, there are
unlabeled data, such as the cities user unknown. Thirdly, since users expect to
explore data they observed, they do not care about the unseen data. TSVMs
takes the unlabeled data as a special test set, and focuses on the seen data and
makes a transductive learning.

TSVMs is a transductive learning algorithm which introduced by Joachims.
This method takes the unlabeled data as a special test set, and reduces classi-
fication error as far as possible. The basic ideas of the algorithm are shown as
follows: given a set of sample data, including labeled data (x1, y1), . . . , (xn, yn),
and unlabeled data x∗

1,x∗
2, . . . ,x∗

k. Under the condition of linearly separable
case, the learning process is shown in (1). This optimization problem can be
solved by minimizing the L2 norm of w under the constraints and find the hyper-
plane <w, b> separates both training and test data with maximum margin and
the label y∗

1 , . . . , y
∗
k of the test data.

miny∗
1 ,...,y∗

n,w,b
1
2‖w‖2

s.t. ∀n
i=1 : yi[w · xi + b] ≥ 1 and ∀k

j=1 : y∗
j [w · x∗

j + b] ≥ 1 (1)

And under the conditions of non-linearly separable case, the learning process is
shown in (2). It introduces slack variables ξi to allow errors occur and seeks the
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maximum margin and makes the errors minimum. C and C∗ can be set to trade
off margin size.

miny∗
1 ,...,y∗

n,w,b,ξ1,...,ξn,ξ∗
1 ,ξ∗

k

1
2‖w‖2 + C

∑n
i=0 ξi + C∗ ∑k

j=0 ξ∗
j

s.t. ∀n
i=1 : yi[w · xi + b] ≥ 1 − ξi and ∀n

i=1 : ξi > 0
∀k

j=1 : y∗
i [w · x∗

j + b] ≥ 1 − ξ∗
j and ∀k

j=1 : ξ∗
j > 0

(2)

By solving the above optimization problem, we can get the projection func-
tion f(x) = w · x + b, which corresponding to the derived dimension that align
with user knowledge. By this token, several dimensions can be derived to reor-
ganize the data. In this paper, we use SV M light [4] to solve the optimization
problem.

2.4 Design of Scatter-Pie Plot Matrix

We expect our view can reflect user knowledge over different aspects of data,
and explore the relationship between user known and unknown data as well as
the relationship between the unknown data and new dimensions we derived. So
scatter-pie plot matrix can meet our needs better. Scatter-pie plot matrix is an
extension of scatter plot matrix and the pie chart view. It can present all the
combinations of two dimensions.

Fig. 2. Illustration of Scatter-Pie when derive three dimensions. Each Scatter-Pie is
divided into three parts to indicate user knowledge over these three dimensions. Special
colors (red, green, blue) are filled when user knows this data object over this dimension,
and gray is filled when user does not know this data object over this dimension. (Color
figure online)

Scatter-Pie. Each scatter-pie in scatter-pie plot matrix represents a data object
(see Fig. 2). Various parts of the scatter-pie stand for user knowledge over dif-
ferent dimensions, each part evenly and arranged in clockwise. Colors are used
to encode user knowledge over different dimensions. Scatter-pie plot reflects the
user knowledge over the different aspects of the data object. Before users derive
one dimension, they will first mark their known data and unknown data. So if
user knows the data object, special color will be used to show that user know
this data object over this dimension. Figure 2 shows the scatter-pie plot of two
data objects. The user defines three different dimensions, and uses three differ-
ent colors to encode their knowledge over different dimensions. Users use this
kind of color to fill the dimension when he/she knows the data object over the
dimension. Red, green and blue are used in Fig. 2. If the user knows nothing
about the data object over this dimension, gray is used to fill this part of the
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Fig. 3. (1) Three dimensions Scatter-Pie Plot Matrix. (2) One panel in Scatter-Pie
Plot Matrix. (Color figure online)

Fig. 4. The impact of labeled examples on correctness when deriving dimension North
America-ness, Europe-ness and Olympics hosting-ness.

scatter-pie. This way of view reflects user knowledge over different aspects of
data objects.

Scatter-Pie Plot Matrix. Figure 3(1) shows a scatter-pie plot matrix of three
dimensions. Each panel in scatter-pie plot matrix is identified by pair-wise dimen-
sions. And each data object is represented by scatter-pie. Figure 3(2) shows one
panel in scatter-pie plot matrix. Data points in (a) which are very close to each
other may have very similar characteristic over these two dimensions. And data
points in (a) are located in the upper right of data points in (b), so they have
high values over dimension 1. This way of view provides a lot of help for users to
analyze the relationship between user known and unknown data as well as the
relationship between the derived dimensions and the data.

3 Case Study

3.1 Dataset

The dataset we use in this paper is city livability data [5] which contains 140
cities from different countries and regions. Each city represents by 45 dimensions.
Dimensions are measurements of different aspects of city, such as education indi-
cators, healthcare indicators, crime rating. The sample data are shown in Table 1.
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All the data are discrete, and up to 5. As shown in Table 1, the prevalence of
violent crime in Mexico City is higher than New York and Beijing. And the
healthcare indicators of Beijing are higher than other cities.

3.2 Evaluation

We expect to derive dimensions which align with user knowledge. Hence, we use
correctness to ensure the effectiveness of our method. Correctness is defined as
shown below: Correctness [2]: the elements in the positive set (denoted as P)
should have higher values than elements in the negative set (denoted as N).

∀i∈P ∀j∈Nf(i) > f(j) (3)

Therefore, cities belonged to positive set (e.g. European cities) are much more
Europe-ness than cities belonged to negative set (e.g. non-European cities).
Therefore, correctness is calculated as the percentage of times positive cases
greater than the negative cases off the total comparison times.

The impact of labeled examples on correctness is shown as Fig. 4. When deriv-
ing dimension North America-ness, Europe-ness and Olympics hosting-ness, cor-
rectness rate is gradually increasing along with the increasing labeled examples.
When the labeled examples increased from about 9 to 120, the correctness rate
increased from about 0.7 to 0.9. And in the case of less labeled data (about 9
labeled data), the correctness rate is still above 0.7. It shows that our method
can meet the user knowledge to a certain extent when deriving dimensions.

3.3 Visualization and Exploration

On the first step users mark three kinds of data, positive data (e.g. European
cities) as 1, negative data (e.g. non-European cities) as −1, and unknown data
as 0. And Europe-ness is derived by using our method. The other two dimen-
sions of North America-ness and Olympics hosting-ness are derived by the same
token. Then scatter-pie plot matrix is used to visualize the data over these three
dimensions. And finally, by exploring the data, users can discover new knowledge
through the view.

Exploring relationship between the derived dimensions and user known and
unknown data. The scatter-pie plot over dimension Europe-ness and North
America-ness is shown as Fig. 5. From Fig. 5(a), we can see that the value of city
New York, Seattle, Houston and Washington which locate in continent North
America is higher than other cities over North America-ness. And as shown in
Fig. 5(b), the value of Berlin and Rome which locate in continent Europe is higher
than other cities over Europe-ness. And this aligns with user knowledge. Milan
and Paris are cites user unknown over the aspect whether they are European
cities (shown as gray in the Scatter-Pie). And they are also very Europe-ness.

Exploring relationship between user known and unknown data. In Fig. 5(b),
Milan, Berlin, Rome and Paris are very close to each other, so they are quite
similar over the two dimensions. However, Berlin and Rome are known to user
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Fig. 5. Scatter-Pie Plot over dimension North America-ness and Europe-ness. Part
of Scatter-Pie filled by color green represents user known North American or non-
North American cities. Part of Scatter-Pie filled by color blue represents user known
European or non-European cities. Part of Scatter-Pie filled by red represents user
known Olympics hosting or non-Olympics hosting cities. Part of Scatter-Pie filled by
color gray represents user unknown cities over this aspect of the data. (Color figure
online)

over these two dimensions (shown as blue and green in the scatter-pie) and they
are European cities and quite Europe-ness. Therefore, we think that Milan and
Paris are also European cities to a large extent. And the facts show that they
are European cities. Hence, our method provides a direction for users to know
the two cities.

4 Conclusion

This paper presents an approach to explore high-dimensional data with user
knowledge. It can derive dimensions that align with user knowledge to reor-
ganize data and use scatter-pie plot matrix to visualize data. It enables users
to discover the relationship between user known and unknown data as well as
the relationship between user unknown data and the derived dimensions. Users
are more concerned about their own oriented knowledge discovery process and
do not have to waste more time to observe the characteristics of data they are
not interested in. Because the users knowledge over this data may have certain
errors, we hope considering the uncertainty of user knowledge and errors and
analyze the effect of the error data on the data distribution in the future work.
We temporarily do not provide a friendly interaction and unified operation mode
to help users better analyze the data, but we hope to develop one. And friendly
interactions such as zooming and filtering will be added to overcome the overlap
of scatter-pies in the future work.
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Abstract. The research presented in this paper focuses on developing a
multi-scale, integrated environment that supports situational awareness,
optimization, as well as forecasting and virtual experimentation at the
campus level. One of the key features of this research is its ability to
extend beyond the common data-driven load-forecasting exercise and
integrate System-of-Systems (SoS) level predictive capabilities to enable
the aforementioned functionalities. FORESIGHT, an interactive campus
data browser designed to handle any visual analytics tasks on real-time
data streams is presented.

Keywords: Sustainability · Infrastructure planning · Visual analytics ·
Data-driven modeling · Predictive modeling · Cyber-physical systems ·
Large-scale systems integration

1 Motivation

In a world where data is seen as a strategic asset, Big Data is a game changer.
From an infrastructure standpoint, Big Data has the potential to help solve some
of our most intractable environmental issues by helping us make better use of
renewable energies, new modes of transportation, etc. By shedding a new light
on the way we consume and live, Big Data can help us save energy and even-
tually inform and drive the development of more sustainable, energy-conscious
environments [1]. When curated and mined with the proper data analytics tech-
niques, these large amounts and varieties of data can lead to better utilization
and optimization of generation assets, improved reliability, better integration of
renewables, increased customer awareness and participation, and overall better
planning and management of energy systems [1–3].

The research presented herein fits within the context of sustainability-
oriented infrastructure and energy planning, and is in line with ongoing efforts
led by academia and industry [4–8] to develop and apply cutting-edge data and
visualization analytics to the energy sector. In particular, this effort builds on
the idea similar to [9] that the data being streamed by sensors can inform every
c© Springer International Publishing Switzerland 2016
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time horizon. Hence, this research, which is part of the Georgia Tech (GT) Smart
Energy Campus initiative, focuses on developing a multi-scale, integrated envi-
ronment that provides the following capabilities to the Georgia Tech campus
community:

– Situational awareness about campus energy conditions and consumption lev-
els, etc.

– Optimization of plant settings, etc.
– Forecasting and virtual experimentation to better understand the implica-

tions, in terms of campus energy consumption, of long term infrastructure
decisions.

The initial steps in realizing the aforementioned integrated environment are
detailed in [10]. The present paper focuses instead on introducing and discussing
the steps taken towards enabling predictive capabilities and the assessment of
energy-focused scenarios and practices. In particular, one of the remarkable fea-
tures of this research is its ability to extend beyond the common data-driven
load-forecasting exercise and integrate System-of-Systems (SoS) level predictive
capabilities to enable optimization, forecasting and virtual experimentation.

The paper is structured as follows: Sect. 2 briefly introduces the approach
implemented to support the development of the aforementioned capabilities.
Then, Sects. 3 and 4 discuss the implementation of some of the core aspects
of the approach. Finally, Sect. 5 presents some of the current functionalities of
this integrated environment and ends with a discussion about the environment’s
envisioned capabilities.

2 Integrated Approach

A campus can be seen as a system-of-systems in which buildings, plants, modes
of transportation, and energy delivery networks are designed to continuously
respond to internal and external factors. While it is customary for such sys-
tems to be modeled using a physics-based approach, there are strong benefits
in combining both physics-based and data-driven approaches. First, doing so
enables a more accurate modeling of consumer behavior such as demand for
electricity or cooling loads. Second, it ensures that the data-driven model can
inform the development and execution of the physics-based model, model which
usually requires more detailed information and a deeper level of understanding
of the phenomenon or behavior being represented. Combining both approaches
also allows one to alleviate the traditional limitations of data-driven approaches,
i.e. the limited capability of a data-driven model to accurately capture and pre-
dict operation states that were not initially represented or contained within the
original data set. The approach is broken down into five steps:

– Step 1: Data from Georgia Tech’s existing metering infrastructure (both real
time data streams and historical data) is imported, cleaned, and pre-processed
to suit various data analysis purposes. Weather and building load profiles
are then modeled by leveraging up-to-date machine learning algorithms and
surrogate modeling techniques.
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– Step 2: An integrated, System-of Systems (SoS) level modeling and simulation
environment is developed following an object-oriented approach. This model
allows for the evaluation of the total (SoS-level) campus energy consumption
at the plants for a given demand (energy requirements) at the buildings level
(systems-level).

– Step 3: An exploration of the combinatorial space of system-level operational
settings is conducted in order to identify chiller settings (staging and tem-
perature setpoints) that lead to minimum energy consumption on the chilled
water (CW) network for a given combination of weather and building cooling
demand levels.

– Step 4: The optimal chiller plant settings are then compared against historical
settings and potential energy savings are identified and quantified.

– Step 5: A virtual test-bed called GT FORESIGHT is used to gain situational
awareness about campus energy usage. Additional capabilities are under devel-
opment to enable virtual experimentation and support sustainability-oriented
infrastructure planning at the campus level.

3 Data-Driven Modeling

The Georgia Institute of Technology campus in Atlanta, GA accounts for about
200 buildings and multiple layers of energy distribution: electricity, chilled water,
steam and natural gas networks. Data from more than 20,000 m or sensors dis-
tributed across the campus is stored in multiple data repositories for monitoring
and management purposes. This data can be used not only for detection of anom-
alous events but also for prediction of future energy consumption, hence support-
ing energy usage optimization as well as sustainability-oriented infrastructure
planning. In the particular context of this research, buildings need to be rep-
resented using a finite set of features for better integration with the predictive
modeling capabilities discussed in Sect. 4. Given the large volume of data being
collected and the high number of variables being captured (time stamp, location,
type of sensor, etc.), feature extraction techniques are thus needed to reduce the
number of features used to characterize buildings and facilitate model general-
ization. The approach taken to reduce the dimensionality of the building data is
discussed in the following section.

3.1 Feature Extraction from Building Data

Many techniques have been discussed in the literature that are used to repre-
sent time series data [11,12]. Very often, the emphasis of these techniques is
on reducing dimensionality by discretization in the time domain. In contrast
to these techniques, the authors found that they could significantly reduce the
dimensionality of the time series data and identify unique usage pattern for each
building independently of seasonal usage variations by using a simple normal-
ization technique. This technique exploits the daily periodicity of the building
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operation data, leading each measurement to be normalized by the corresponding
daily mean value, as shown in Eq. 1:

Q̄ ≡ Q × 24 hours
∫ 24:00

0:00
Qdt

. (1)

where Q can be any measured quantity of interest.
Figure 1 illustrates the impact of the normalization on electricity consump-

tion, where each plot is a two-dimensional histogram of the electric consumption
(kW) for a specific building over a period of a week. These plots capture three
years of historical electric consumption data measured at 15-min intervals. The
brightness is representative of the frequency of the measured value at the time of
the week the measurement was taken. Figure 1 compares both the original and
normalized data for three different buildings. In particular, it shows that a unique
usage pattern can be captured for each building, independently of the magnitude
of the seasonal variation. Similarly, as shown in Fig. 2, unique usage patterns can
be obtained for different types of buildings (residence halls, classroom-focused
buildings, research-focused buildings, etc.). Hence, as expected, it clearly appears
that the weekly and daily electricity consumption pattern of residence halls differ
from that of other types of buildings. In terms of cooling loads, Fig. 2 also shows
that there is a common pattern across very different types of buildings. Hence,
implementing the aforementioned normalization technique significantly reduces
the dimensionality of the sensor data by enabling decoupled modeling processes
for (1) the usage pattern and (2) the magnitude of said usage.

The following section discusses the modeling of the cooling loads for faster
integration into the predictive capabilities detailed in Sect. 4.

Fig. 1. Electricity consumption for three different buildings before and after normal-
ization
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Fig. 2. Building signatures by building types

3.2 Cooling Load Modeling Using Neural Networks

The Georgia Tech campus has two main chilled water plants for campus-wide air-
conditioning services, with each plant being composed of multiple chillers. The
overall energy consumption of these plants is based on the chiller settings as well
as the cooling loads of the individual buildings that are part of the chilled water
network. Because the energy consumption of these chiller plants is significant
except for a few months in the winter time, implementing a data-driven app-
roach could help identify opportunities for campus-wide energy savings. Indeed,
such an approach, when implemented at the chiller plant level, would allow for
the identification of the chiller settings that minimize energy consumption and
provide managers with a means to pro-actively address changes in cooling loads.
Doing so in turn requires building a predictive model of upcoming cooling loads.
Cooling loads are very sensitive to weather parameters such as temperature and
humidity. The wet bulb temperature is a useful indicator, combining the effects
of both dry bulb temperature and ambient humidity.

A neural network is trained using the data in order to capture the variability
of the cooling loads in presence of weather and other factors. The neural net has
a multi-layered structure with an input layer, two hidden layers, and an output
layer. The input layer has four input nodes: one for the wet bulb temperature
and three additional parameters to define the time the measurement was taken: a
week of a year (0 to 52), a day of a week (0 to 6), and a minute of a day (0 to 1440).
Each hidden layer has 15 hidden nodes whose activation function is the tangent
sigmoid. The single output node is a linear unit to model each measurement of
cooling loads. The weight training has been done for a batch of 75 % of the entire
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Fig. 3. Measured and modeled cooling loads (Color figure online)

data points using the Lavenberg-Marquardt algorithm [13] with the gradient
calculated using the backprogation error [14]. During the training, the validation
error for 15% of the entire data points is monitored to prevent over-fitting. A
detailed comparison of the neural net model with the actual measurements is
shown in Fig. 3. It can be seen that the model properly captures the variation
in cooling loads that are due to both weather effects and on-campus activities.
More importantly, it indicates that including time information can be an effective
means to model complicated socio-economic factors such as human activities and
conditional changes in individual buildings.

4 Predictive Modeling Capabilities

A SoS-level energy usage forecasting and performance prediction model is built
using a hybrid modeling approach that combines the strength of both data-driven
and object-oriented modeling. In particular, this hybrid approach is thought
to address some of the interaction effects and district-level integration chal-
lenges identified in the literature [4,6] by providing a synthesis of a district-level
object oriented environment that is composed of both data-driven system and
component-level model blocks. In this model, the various modes of energy trans-
fer are represented as discrete sets of energy layers [6]. Each layer includes the
source side (e.g. generation of electricity, or chilled water), the demand side
(e.g. electric loads and cooling on buildings), and the respective distribution
networks and other energy flow control equipment [6,15]. Some of the benefits of
the layer-based modeling approach is the bottom-up, spiral-driven, layer-by-layer
total system model implementation, as well as the scalability and transparency in
correlating system responses to contributing effects. On the downside, energy lay-
ers that are not independent result in interaction effects that must be addressed
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in the district-level layer model. The proposed modeling approach is applied to
the Chilled Water (CW) network for the following reasons: (1) the chiller water
network is a major consumer of electric power, and (2) this layer exhibits signif-
icant inefficiencies in comparison to other energy layers, which in turn leads to
potential opportunities for efficiency improvements and cost savings.

4.1 Overview of the Campus Chilled Water Network Model

A chilled water system for district cooling consists of three main areas: the chiller
plant, the water distribution piping network, and the building side demand which
receives the chilled water flow. The plant consists of parallel-connected electric
chillers. The distribution network follows the primary-secondary loop piping lay-
out paradigm [16]. The building side demand is represented through a cooling
coil, effectively a heat-exchanger per single or “lumped” building representations.
The selected baseline model involves a similar primary-secondary loop system
with a total of six chillers in parallel arrangement, which provide a total capacity
capable of serving a large number of connected buildings with varying cooling
demands. As part of the primary loop, each chiller is linked to a fixed rate pump
with a control valve. Additional pumps (variable speed drive) on the secondary
loop are responsible for maintaining water flow to the buildings and the desired
pressure differential at the loop endpoints. The chilled water network model has
been implemented with the Modelica Buildings Library [17].

4.2 Chiller Plant Modeling

The chiller plant model block has been implemented as a condenser-evaporator
combination, which calculates the power consumption per chiller, assuming a
pre-selected supply water temperature. It is configured to provide a total of
12,250 tons of chilled water produced at full capacity by six chillers. Chiller
reconfiguration is possible through input variables which determine the supply
temperature and operating status per chiller. The plant simulation calculates
the power consumed by each chiller and the total power for the entire plant, in
response to maintaining the required supply temperature for the given campus
heat load conditions. Power consumption calculations are based on the DOE-2
electric chiller modeling [18], as implemented by the Buildings library [17,19].

4.3 Campus Network and Building Side Modeling

Cooling demand for each building is determined by a number of factors: weather
conditions, building usage profiles and occupancy levels, construction materials,
glass area and the overall architectural building layout. Weather is the most
influential factor, being the primary driver of seasonal trends in cooling load
demand [20]. Effects of hydraulic settings on the cooling network may also affect
chilled water distribution performance. As hydraulic/thermal interactions are
hard to predict and capture, a data-driven modeling approach is preferred to
build cooling demand prediction.
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For energy sizing purposes, two main campus building districts are mod-
eled as a “lumped” single building modeling block, effectively representing the
same collective impact buildings that belong to the district. The east and west
side building districts are implemented, with each block returning predicted
profiles for the total equivalent heat load profile and building-side ΔT . The pre-
dicted profiles are calculated using the data-driven surrogate models discussed
in Sect. 3.2. To maintain the hydraulic layer assumptions, pump models allow for
flow rate control, applicable both for the primary loop and the condenser pump.
A similar pump model with prescribed flow rates are used for the secondary loop
pumps.

4.4 Model Calibration

To ensure reliable energy predictions, the chilled water network model has been
calibrated against actual campus data. The individual chiller models are sourced
by the Buildings Library and are based on product specifications and per-
formance curves from manufacturer data for energy calculations. However, to
improve model accuracy the chiller models have been calibrated against real cam-
pus data and tested to match actual plant performance responses. For complet-
ing the calibration, regression techniques were used to derive an equation-based
model from measured performance data sets. Energy consumption predictions
from the model have been compared to actual campus plant data for a week.
Very close agreement of actual and predicted curves has been observed. The
same steps have been followed for other time periods during different seasons
[21], in order to ensure the prediction accuracy across all seasons.

4.5 Optimizing for Chiller Plant Efficiency

Part of the objectives behind the Smart Energy Campus initiative and the chilled
water network model development, is to perform energy optimization and energy
saving strategy testing for the chiller plant using model-based energy predictions.
The difference ΔT between supply and return temperatures acts as a proxy met-
ric for energy efficiency estimation and is the preferred energy efficiency indicator
for both the plant and the buildings sides. Using expert feedback and other recent
approaches [4,22], it is possible to improve plant efficiency by exploring alterna-
tive chiller configurations and planning operations. In particular, by leveraging
predictive modeling capabilities and tradespace exploration methods, all feasi-
ble chiller configurations can be generated and sets of optimal chiller settings
across a wide range of operating and weather conditions can be identified [23].
The optimal chiller setting identified do match the total available capacity with
campus cooling demand, maintain the required flow rates through buildings, and
lead to minimum power consumption at the chiller plant [23].

5 The FORESIGHT Predictive Campus Browser

FORESIGHT is an interactive, visual-analytics based campus data browser,
designed as a front-end that supports real-time situational awareness and



338 D.N. Mavris et al.

campus-level energy usage monitoring as well as model-based energy usage pre-
dictions, based on real time data streams. The combined capability allows for
the user to navigate through time and campus location and observe past energy
performance trends for any building of interest. Real-time measurements and
historic data are queried from the data repositories, which include a database
maintained by campus facilities. The data is sourced from sensor measurements
and meter readings already installed across campus.

Fig. 4. Overview of the FORESIGHT environment

The list of sensors deployed across campus is grouped by buildings and sensor
groups. This list can also be queried and visualized as an expanding tree diagram,
hence allowing managers to quickly identify sensors related to specific buildings
and most importantly, sensors that may be inoperative. An overview of the
FORESIGHT browser (implemented in HTML by combining objects and rou-
tines implemented in WebGL, Javascript, PHP, SQL, and Python) is illustrated
in Fig. 4. Beyond its role as a campus wide energy monitoring and diagnostic tool,
the goal of the FORESIGHT browser is to provide a comprehensive prediction
capability for campus-wide energy usage, that includes varying energy demand,
accounts for total campus cooling load fluctuations, and utilizes weather forecast
data. Based on weather forecasts and campus side cooling demand predictions,
the browser calls the chilled water network model to simulate chiller operations.
As illustrated in Fig. 5 the browser then projects the calculated energy consump-
tion profiles for the assigned weather and demand profiles, for the given simulated
time period. This capability is further illustrated and discussed through a case
study which seeks to address the energy usage for a hot summer day period
during the week of June 11th, 2015.

Assuming June 10th, 2015 as the starting date, weather data for the upcom-
ing week (June 11th to 18th) are obtained through a NOAA’s Digital Forecasting
Database query. Dry Bulb temperature and Relative Humidity are shown in the
top left of Fig. 5-(a). The corresponding cooling loads are then calculated by the
pre-trained neural network-based modeler, as described in Sect. 3.2, and shown
Fig. 5-(a) (Cooling Loads for Sub-Network 1 and Sub-Network 2 time series).
Provided with chiller settings that match the actual campus chiller plant config-
uration, FORESIGHT then executes the campus-level chilled water plant sim-
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Fig. 5. Predicted chilled water plant energy profiles through FORESIGHT (Color
figure online)

ulation, which in turn returns the predicted profile for the Total Chiller Power
Consumption, as shown in Fig. 5-(a). Another benefit provided through FORE-
SIGHT is the capability to identify cost savings generated by running the CW
plant with optimum chiller settings (Fig. 5-(b)). To demonstrate this capability,
an existing past operation that spans a one-week period in a particular summer
time has been remodeled. The “optimal setting” has been obtained through a
series of numerical experiments [23]. The reduction in power consumption due
to the selection of the optimal chiller settings, as illustrated in Fig. 5-(b), can
lead to significant hypothetical cost savings. As such, the environment developed
within the context of this research can be leveraged to anticipate future energy
usage and identify a cost-saving strategy that will continue to satisfy cooling
demand.

6 Concluding Remarks and Future Steps

This paper discusses the steps undertaken to support both the short- and long-
term planning of more sustainable, energy-conscious environments. In particu-
lar, the approach to develop a multi-scale, integrated environment that supports
situational awareness, optimization, forecasting and virtual experimentation is
presented. The core capabilities of this approach, which combines both data-
driven modeling and predictive modeling, are discussed and further applied in
the context of the GT campus. Ongoing efforts in characterizing buildings shows
that using a simple normalization technique is sufficient to capture the unique
usage patterns of different types of building. In addition, results obtained from
implementing neural networks to model cooling loads suggest that including
time information can be an effective means to capture human activities and
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conditional changes in individual buildings. Data analytics and NN-based sur-
rogate modeling techniques are key to the development and integration of data-
driven models into a SoS, district-level modeling architecture. Calibrated with
real data, the district model provides accurate energy usage forecasting capa-
bilities, under a broad range of weather fluctuations and various combinations
of campus system configurations. The district model integrated environment is
the main energy prediction engine under FORESIGHT, a campus browser for
energy data analytics.

FORESIGHT is currently being extended to be used as a virtual test-bed
to support both short- and long-term studies and decision making. Short-term
studies could include enhancing campus readiness to upcoming peak load con-
ditions or disruptions due to extreme and unusual weather conditions. Short-
to medium-term planning could be looking at optimizing daily operations to
minimize energy consumption. Finally, from a long-term decision making per-
spective, FORESIGHT would be able to assess the impact of infrastructure deci-
sions (addition of a building, deployment of new energy technologies, increase in
student population, etc.) on key environmental, economic, technical and social
metrics of interest.
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Abstract. Understanding the semantic behind relational data is very
challenging, especially, when it is tricky to provide efficient analysis at
scale. Furthermore, the complexity is also driven by the dynamical nature
of data. Indeed, the analysis given at a specific time point becomes unsus-
tainable even incorrect over time. In this paper, we rely on a visual inter-
active approach to handle Twitter’s networks using NLCOMS. NLCOMS
provides multiple and coordinated views in order to grasp the underly-
ing information. Finally, the applicability of the proposed approach is
assessed on real-world data of the ANR-Info-RSN project.

Keywords: Graph visualization · Interactive visualization · Commu-
nity detection · Twitter’s networks

1 Introduction

Nowadays, social networks like Twitter generates a large and complex quan-
tity of data. The analysis of these data at their initial scale is very tricky even
impossible. Furthermore, additional meta-data can be added rendering them
more complex to analyse. Consequently, in order to provide an efficient data
analysis, in this context, one needs to pre-process, chooses the appropriate data
modelling structure and avoids analyst’s cognitive charge overload. The latter is
very important and one possible way to manage it consists to provide a gradual
information acquisition. Additionally, even if the approach is overload-safe, an
inappropriate data structure might slowdown the analysis task. After, it comes
the visualization question, which is an important step in the knowledge acqui-
sition process. What is the proper depiction which enhances the analysis task?
Answering this question might also lead to answer to the interactivity issue with
the provided interactions which improve the exploratory task.

In this work, we use the modelling strength of graphs. The latter are well-
known to be suitable to model relational data where the nodes represent the
c© Springer International Publishing Switzerland 2016
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entities which are interlinked by an edge whether a relationship exists between
them. This rudimentary data structure combines, intuitiveness, efficiency and
response time. As a concrete example, relationships among Twitter’s users could
be weighted with regard to their shared number of followers leading to an edge-
weighted graph. In this context, it becomes straightforward to verify whether
Twitter’s users share common followers. Furthermore, the network topology and
the edge-attribute might evolve over time. Considering our sample example, two
Twitter’s users could have not common follower, after a laps of time they could
have many common followers and at a different time point they could get back
to the initial status without any common follower. For an analyst knowing the
causes of these abrupt status changes could be very helpful.

The remaining parts of this paper are structured as follow: In Sect. 2 the
framework is introduced. Section 3 presents the used algorithm to detect the
underlying communities. Section 4 describes the followed approach to handle
Twitter’s networks. In Sect. 5 the proposed approach is tested on real-world
data of the ANR-Info-RSN project. Finally, Sect. 6 concludes this paper.

2 Framework Description

2.1 Graphs to Model Complex Systems

Let us define G = (N,E,Ew) as a graph where N,E and Ew represent respec-
tively the set of nodes of size v, the set of edges of size m and the edges weights.
Graphs are very powerful for modelling relational data even for weighted rela-
tionships. Indeed, in this paper graphs are used to model a well-known relation-
ship between Twitter’s users which is the “re-tweet”. Consequently, the nodes
represent Twitter’s users and a link exists between two nodes if they re-tweet
each others. From there, an integer value is assigned to each edge ew ∈ Ew

representing the re-tweet frequency.

2.2 Graph Representation Techniques

This section presents the various graph representations. Such representations
can be divided into three major categories listed in the following:

1. Node-link diagrams: Node-link diagrams depict the nodes by circles
whereas the relationship between two nodes is represented by a line. Figure 1a
shows node-link diagram representation of a sample graph. In this context,
one among the graph drawing algorithms [10] is the force-directed algorithm
where nodes are as electrically charged particles which try to repulse each oth-
ers while the edges keep them closer. The system becomes stable when the
force reaches an equilibrium. This system is very efficient for producing nice
drawings respecting the aesthetic criteria [16], like edge crossing minimization
and edge length uniformity. In this paper, we use the force-directed algorithm
implementation of [1], while allowing the algorithm parameters setting (i.e.,
the repulsive node charges, the link length, the gravity. . . etc.).
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Fig. 1. Graph representation techniques

2. Matrix-based representation: The matrix-based representation is a two
dimensional array used for representing a graph. Row and columns depicts
the nodes and the cells depict the edges. Figure 1b shows a matrix-based
representation of the sample graph of Fig. 1a.

3. Combination of depictions: Obviously, the two above representations can
be used both in multiple views [8]. But it can also be used in one view, by
superposing node-link diagram on a matrix grid [15] or also by depicting the
denser part of the graph by matrix representations [9].

Each representation has its strengths and drawbacks regarding the considered
graph visual tasks [7,12]. Choosing a representation instead of another is crucial
and has a great impact on the visualization efficiency. For example, with matrix-
based representation it would be difficult to follow a path from a source node
to a target node. Path detecting task is an important task in social networks to
verify whether two nodes of the network communicate via intermediate nodes.
In this paper we opt for a node-link diagram representation of networks.

3 Community Detection

In the described framework, the identification of the highly interconnected sub-
networks, known as community detection [6,14] informs the analyst which are
the Twitter’s users groups that re-tweet each others most frequently. In order to
detect such communities an improved version of the algorithm of [2] is considered,
its main idea consists to use a collection of pairwise disjoint triangles as starting
point for community detection. After, adjacent communities are successively
compared (i.e., in terms of edge weights) allowing dominant communities to
attract more members. An evaluation of this algorithm is showed in Fig. 2 on the
LFR benchmark [11] where µt and µw are, respectively, the edge distribution
and the edge weights distribution inside and outside communities. The other
employed parameters are v = 1000, community size in [20, 100] and maximal
degree up to 50. As similarity function the rand index (RI) of [17] is used. From
Fig. 2a we can see that the optimality gap is about 5 % where a community
structure exists within the network (i.e., µt < 0.5).
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Fig. 2. Evaluation on the LFR benchmark (Color figure online)

4 Approach

In order to handle the aforementioned Twitter’s network, we rely on an interac-
tive visualization approach [19]. To this end, an application is implemented to
visualize and to interpret the network structure, the related information and the
underlying communities, called NLCOMS, for (Node-Link and COMmunitieS).
NLCOMS is user-oriented, providing interactions and data filters as illustrated
in Fig. 3. Indeed, the analyst grasps the displayed information by interacting and
exploring the network structure. Additionally, circle packing are used to layout
the underlying communities, this also allows to display additional information
related to each community as well as for each members within it. NLCOMS
is driven by the visual information-Seeking Shneiderman’s Mantara “Overview
First, Zoom and Filter, Then Details-on Demand” [18]. A global view gives
to the analyst a sight of the networks structure, after a zoom on the network
or on the underlying communities is provided. Details appear when a selection
occurs and effortless interactions are utilized avoiding pointless extra cognitive
load. Besides, NLCOMS uses visual variable [5,13], like the node size, the node
shape, the node position, the edge thickness and the lightness of the inner node
colour to display additional information.

Fig. 3. Interactive visualization steps of NLCOMS
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5 Real-World Data of the Info-RSN Project

In order to assess the applicability of the approach on real-world application,
we consider the data of the ANR-Info-RSN project. In the latter, 17 millions of
tweets are collected, these are tweeted from web articles (i.e., media). The objec-
tives are to provide an explanation on how the information is shared through
Twitter and to identify the network actors which contribute to the sharing phe-
nomena. To reach this objectives, we have done pre-processing step on the ANR-
Info-RSN database in order to get a graph model in which nodes are the persons
who tweet and the edges represent a re-tweet, leading to a graph with about 4
millions of nodes and about 7 millions of edges. Additionally, tweets classifica-
tion is done yielding to 24 tweet thematics (e.g., politic, sport, economy. . . etc.)
and 31 media sources (e.g., le monde, le figaro, liberation. . . etc.). Furthermore,
the date of publication is saved which is an important information if one wants
to know the precedence in the sharing phenomena. Indeed, the analyst using
NLCOMS can filter the tweets by the thematic, the media source and the date
of publication which focuses the analysis task. Moreover, the “noise” (i.e., iso-
lated nodes) can be filtered keeping for example the main connected component.

Besides, the node size, the node shape, the edge thickness, the lightness of
the inner node colour and the node shape outline color represent, respectively,
the number of followers, whether the person who tweets uses Twitter as reporter
or as ordinary user, the number of re-tweets, the total number of tweets and the
community node’s membership. Moreover, interactive bar charts help the analyst
to gather the communities characteristics. The bar charts give statistics about
the thematic and the media source proportions within a selected community.
In addition, donut charts encode for each member the tweets proportion with
respect to a selected thematic (media source).

The details of the representative samples from the ANR-Info-RSN project
database are presented in Table 1.

Table 1. The ANR-Info-RSN datasets characteristics

Data sets Initial (v,m) Without noise Thematic Media source

DS1 (1500, 1432) (970, 989) All All

DS2 (3000, 3477) (3000, 3477) All lefigaro.fr

In DS1 the network is sparse with star-like shape communities structure.
From Fig. 4, the main actors can easily be distinguishable in the node-link dia-
gram and the circle packing representation where the node size of Fig. 4b depicts
the degree of a node. Additionally, Twitter’s users with a bridge-like behaviour
are observed, those link two communities. One would say that the centric Twit-
ter’s users emits the original tweet and the followers with the bridge-like Twit-
ter’s users propagate them. The combination of these representations enhances
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Fig. 4. DS1 of the ANR-Info-RSN project (Color figure online)

Fig. 5. DS2 of the ANR-Info-RSN project (Color figure online)
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the understanding of community structure while grasping gradually and inter-
actively the underlying information.

Unlike in Fig. 4b, in Fig. 5b the circle size is proportional to the number of
tweets of each Twitter’s users. From there, by decreasing circle size sorting, the
analyst can answer quickly to the following question; who is the most active
Twitter’s user? And, if the most active member contributes in the dominant
community thematic (media source)? As an instance, in Fig. 5c the most active
Twitter’s user in the selected community tweets only from “lefigaro.fr”.

Furthermore, the analyst might want to confirm whether the observed Twit-
ter’s users roles at a specific time point sustain over time or not. In other words,
the analyst needs to follow the community’s members evolution with new mem-
bers joining/leaving the studied community and/or members changing behav-
iours (e.g., from simple followers to bridge-like). To this end, NLCOMS allows to
understand the information sharing phenomena in the whole with multiple time
steps instead of a unique static observation. In this context, the tweets network of
today will not be the same tomorrow, where the related graph structure evolves
over time, leading to dynamic graphs [4]. A dynamic graph of G can be seen as
a sequence of static graphs, denoted by Gs = (G ,G1 , . . . ,Gf ) with f snapshots.
Additionally, NLCOMS utilizes the physical time and the axial time in order
to benefit from the advantages of both. The latter is used to explore the graph
structure historic by scrolling down and up. Moreover, NLCOMS maintains the
network layout that the analyst built up over time, so-called user mental map [3].
Generally, its preservation through the successive snapshots helps the analyst to
stay familiar with the network structure. This preservation avoids to disturb the
user from its original task (i.e., network structure analysis).

6 Conclusion

In this paper, we rely on an interactive visualization approach using NLCOMS
for Twitter’s networks analysis. NLCOMS uses multiple and coordinated views
allowing user interactions and network structure exploratory with gradual infor-
mation acquisition. The applicability of the approach is showed on real-world
data of the ANR-Info-RSN project. Several Twitter’s users behaviours are
noticed with centric, followers and bridge-like users for the information sharing
phenomena. Additionally, the network structure evolution over time is consid-
ered, in order to analysis the information sharing phenomena on successive time
steps.

As perspective, we plan to consider community detection in multi-graphs (i.e.,
graphs with multiple edges). For example, re-tweet edges and mention edges (i.e.,
when a Twitter user cites another Twitter user in its tweet) at the same time.

Acknowledgements. We would like to thank the anonymous referees for their per-
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Abstract. Rapid growth of data intensive digital services are creating
potential risks of violating consumer centric data privacy. Protection of
data privacy is becoming one of the key challenges for most of the big
data business entities. Due to thank of big data, recommendation and
personalization are becoming very popular in digital space. However it is
hard to find a well-defined boundary which illustrates privacy threat to
consumers’ in relation with improving already opted-in communication
services.

In this paper, we initiated identifying key indicators for consumer con-
figured privacy policy in relation with personalized services taking into
consideration that “Privacy is a tool for balancing personalization”. We
survey user attitudes towards privacy and personalization and discov-
ered key indicators for configuring privacy policy by analyzing survey
data about privacy concern and data sharing attitude of the consumers.
We found that consumers did not want to stop using social media based
communication services due to privacy risks. Moreover, consumers have
attitude of sharing their data, provided that appropriate personalization
features are in place.

Keywords: Data sharing · Big data driven digital services

1 Introduction

Due to dynamic growth of data intensive communication services such as Face-
book, Google+, and Twitter, there are potential risks of violating consumer-
centric data privacy. In a way, protection of data privacy is becoming one of
the key challenges for most of the big data business entities. For example in
2011, Facebook went through a privacy audit by the Irish data protection com-
missioner. Generally, it is hard to find a well-defined boundary or guidelines
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which illustrates privacy threat to consumers’ in relation with improving or per-
sonalizing already opted-in communication services. Because, consumers usually
receive less transparent information during the time of changing or adding new
features for the services they already opted-in, and as a consequence of this,
consumers usually have vague idea regarding the privacy configuration of most
of the opted-in Web based communication services.

During the last few decades, telecom operators have been loyal in preserving
and protecting personal data such as Communication Detail Records (CDR)
from external privacy and security threads. Generally, the telecommunication
industries have been providing good level of consumers’ privacy. However, in
some exceptional cases, telecom operators need to expose users’ CDR to the
legal government agencies.

However, apart from telecom industries, online communication service
providers are also preserving huge amount of personal data of their consumers.
Consumer-centric data have been used massively for recommendation, and per-
sonalization purposes [1–3]. In a way, today’s users have more options in selecting
communication services, and personalization is considered as an important fea-
ture for selecting such services.

According to Ramnath et al., personalization depends on two factors:
1. service providers’ ability to acquire and process consumer-centric informa-
tion, and 2. consumers’ willingness to share information and use personalization
services [4]. In this paper, we present key indicators for consumer-configured pri-
vacy policy that could motivate consumers for sharing information. This means
consumer-specified simplification of today’s privacy framework, taking into con-
sideration that “Privacy is a tool for balancing personalization”, that is not
preventing consumers from being experienced to personalized services.

We collected survey data of more than 1192 internet subscribers from one
of the fastest internet users growing Asian countries. Then, we discovered key
indicators for configuring privacy policy by analyzing consumers collected survey
data about privacy concern and data sharing attitude.

We have following hypotheses:

– Hypothesis 1: Consumers want personalization benefits from sharing their data
– Hypothesis 2: Consumers do not want to stop using social media due to privacy

risks

The rest of the paper is structured as follows: Sect. 2 provides experimental
design of the performed survey, Sect. 3 describes different steps for processing
survey data. After that Sect. 4 discusses results and validation. Section 5 illus-
trates indicators for configuring privacy policy, then Sect. 6 describes related
work. Finally, Sect. 7 concludes the paper.

2 Experimental Design

In order to test our hypothesis, an online survey has been conducted. We choose
survey as a classic method for data collection, as it provides a unique opportunity
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to obtain detail insight of an experiment. We choose online survey since we can
gather large numbers of feedback directly from the target group with a speed
and efficiency while online data management systems can automatically convert
the data into a useful state for analysis.

The survey was carried out in November 2014 over a four-weeks period,
with 1150 participants between 18 and 55 years of age. The survey consisted
of 40 primary questions with 22 demographic questions and 101 variables. All
the variables can be found here [5]. In order to secure respondents’ privacy,
participation in the follow-up questions were tagged as optional. In addition to
that, no email address was asked for submitting responses and cookies were not
used in this whole process.

The survey process composed of a number of steps that were executed sequen-
tially, from determining the research objectives to analyzing the data. The plan-
ning stage of the survey process was iterative. The research objectives, question-
naire, target population, sampling design, and implementation strategy were
revised several times prior to implementing the survey.

The Survey Objective: At the first step of the survey process we determine
the research objective by identifying a small set of key research questions to
be answered by the survey. Eventually each question we linked to one or more
variables collected in the data collection phase of the process.

The Target Population: In this step in the survey process we define the
population to be studied for whom the study results will be applied and about
which inferences will be made from the survey results. In this study, the target
population is defined as “Persons living in a Asian country who are consumers
of digital based services.”

The Mode of Administration: Having specified the research objectives and
defined the target population, the next step in the process was to determine the
mode of administration for the survey. After thorough discussion and considering
all the scenarios, the mode of administration of this survey was selected to be
online. It is a feasible and cost-effective method to reach the target population
and most importantly the target population is the internet users of a country
in Asia which completely justifies this mode of administration. Online survey
service provide “Survey Gizmo” (www.surveygizmo.com) was chosen over other
services since it provides a helpful data analytics tool and gives the freedom of
developing various types of questionnaires.

Developing the Questionnaire: In this step of the survey process we developed
the questionnaire based on the research objectives. To get the idea about the
users’ attitude regarding data sharing, privacy, control and transparency, we
classified the questionnaire into three broad categories supported by different
scenarios considering demographic information, privacy attitude, and trust on
communication service providers.

Sampling Approach: Having defined the target population, research objec-
tives and the mode of administration, we specify the sampling design specifica-
tion by describing the sampling frame and sample sizes to be used for the survey.
To keep the margin of error 3 % which is reasonable with survey we took the

www.surveygizmo.com
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sample size n = 1192. The method Random sampling is used for selecting the
sample from the sampling frame. The sampling frame is simply the list of target
population members from which the sample drawn. As mentioned previously,
the frame chosen for sampling depends to a large extent on the mode of admin-
istration for the survey. For this survey, a logical frame is people who have access
to digital services.

To minimize survey bias Random sampling is used for selecting the sample.
We gave extra caution to ensure respondents are representative of the entire pop-
ulation to avoid Non-response bias. We ensure this by choosing the respondents
who are consumers of internet based digital services of Asian region. To avoid
response bias question wording and question order revised several times prior
to implementation. Extra caution put not to influence of the interviewer. In our
study we try to understand the user attitudes towards data sharing, privacy and
personalization. The fact is population between the age 18 to 35 are the most
common users of the internet based digital services.

Developing Data Collection and Data Processing Plans: Once the initial and
basic design decisions were made, the data collection and data processing plans
were developed. For this survey, the data collection plan is as follows.

3 Data Processing

The survey data collection is done over the time period of 3rd November 2014 to
1st December 2015. For performing the survey and collecting data, we took the
benefits from Surveygizmo tool. The tool is specialized for performing survey
study.

Fig. 1. Timeline of users participation in the survey. (Color figure online)

Among the responses collected through Surveygizmo, we found 1192 complete
responses and 479 partially complete responses. Figure 1 shows time-line of users
participation in the survey. The responses are collected in different ways such as
email campaign, social media, hallway approach in both online and offline set-
tings. Each of the settings have it is own campaign code for segmenting different
groups of respondents for detailed study if necessary.
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3.1 Data Cleaning

In the very first step of the data cleaning process, only the completed responses
i.e., 1192 are considered. After that the completed responses are divided into
two data-sets. One of the data-sets is prepared for users’ privacy study and the
other data-set is prepared for users’ data sharing attitude study.

During the time of cleaning data-sets, we consider also response time as well
as percentage of missing data. If a respondents response time is less than prac-
tically certain threshold, we eliminated those responses from the data sets. If a
respondents ignore significant number of questions to be answered, we eliminated
those responses.

For demographic and initial segmentation of the participants we prepared 22
variables. The variables are span from getting gender, age, education, occupation
to smart device usage, internet usage, subscribed operators and so on. All the
variable are divided into two major categories. One category is about privacy
concerns so called attitude and the other is about data sharing so called Scenario
variable. Details about these variables are given in [5].

4 Results and Validation

In hypothesis 1, we mentioned that “consumers want personalization benefits
from sharing their data”. From the list of attitude variables, it has already
presented in V25 for the case of personalized services that 30.75 % respondents
are extremely reluctant or reluctant to share Facebook Data. In V26, it is found
that 27.73 % respondents are extremely disagreeing to share GPS data, while
in V27, 24.02 % respondents are extremely disagreeing or disagreeing to share
telecom infrastructure based location data. Figure 2 shows that users are more
willing to share Facebook data rather than to receive non-interesting ads or
campaigns. Moreover, Fig. 3 illustrates that smart-phone users are likely to share
Facebook data and location data to receive personalized ads and coupons.

Thus the above numbers indicate that Smart-phone users are likely to share
Facebook data, GPS data, and telecom-location data to receive personalized ads
and coupons.

We also applied cross tabulation [6] between variable V25 from scenario vari-
ables and attitude variable V36. Scenario variable V25 is defined as “If you give
the app permission to see your Facebook Likes and read the information in your
public Facebook profile (e.g., age and gender), the app could learn your inter-
ests and preferences and deliver ads of interest to you (e.g., ads for vegetarian
restaurants offering discounts). How likely is it that you would accept sharing
your Facebook Likes and public profile in exchange for receiving more personal-
ized ads?”. And the attitude variable V36 is defined as “From the standpoint of
personal privacy, please indicate to what extent you agree with each of the fol-
lowing statements: I am concerned that websites and mobile apps are collecting
too much data about me.” The result from cross tabulation is shown in Table 1,
which shows the variables are significantly (p< 0.05) associated. Even 46.5 % of
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Fig. 2. Users are more willing to share Facebook data rather than to receive non-
interesting ads or campaigns. (Color figure online)

conservative users, who are concerned about privacy are willing to share their
data for personalization.

We also found that 48 % of concerned users are likely to share location data
for personalized services. For sharing usage data, for example music playlist
sharing, 68.4 % of concerned users are willing to share for better personalized
music recommendation. However, the association between concerned users and
location data is not high enough, while the association between concerned users
and music play-list usage data is higher. Details statistical records are available
in Tables 1 and 2 of appendix 2 [7]. All these statements validate hypothesis 1 -
to be remarked that consumer wants personalized benefits in exchange of sharing
data.

Table 1. Cross tabulation by attitude variable V36 and scenario variable V25.

Scenario V25 Total Chi square

Unlikely

(Extremely

Unlikely,

Unlikely)

Neutral Likely

(Extremely

likely,

likely)

Attitude V36 Not Concern

(Strongly

disagree,

disagree,

neutral)

47 (44.3%) 26 (24.5%) 33 (31.1%) 106 11.583∗∗ with 2 df

Concern

(Strongly

agree,

agree)

133 (28.5%) 117 (25.1%) 217 (46.5%) 467

Total 180 (31.4%) 143 (25.0%) 250 (43.6%) 573
∗∗ indicate 5% level of significance
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Fig. 3. Smart-phone users are likely to share Facebook data and location data to receive
personalized ads and coupons. (Color figure online)

In the hypothesis 2, we mentioned that consumers do not want to restrict
themselves using social media due to privacy risks. In the Fig. 4, it is found that
respondents do not want to stop using social media services such as Google+,
Facebook due to the fact that these services analyze the content of for better
ads prediction. On average 80 % of the participants are not intending to make
any interruption in using Facebook, Gmail or Yahoo services.

It has also observed that for streaming and e-commerce services such as
Amazon, and Netflix on average 64 % of respondents do not willing to stop
services due to privacy risk. Less than 10 % of participants think that they will
be discontinued in using communication, social media or content recommending
services due to privacy motive.

Cross tabulation is also applied to check the association between attitude
variables V36 and V59. Attitude variable V36 defines as “From the standpoint
of personal privacy, please indicate to what extent you agree with each of the
following statements: I am concerned that websites and mobile apps are collecting
too much data about me.” and variable V59: “Will you stop using Gmail or Yahoo
Mail?”

The results are presented in Table 2, which shows that there is association
between these variables and the association is statistically significant (p< 0.1).
Among the user who are concerned about their information, 83 % are not willing
to stop using Gmail/Yahoo whereas only 3.1 % want to stop using Gmail/Yahoo
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Fig. 4. Users are not willing to stop using major social media and communication
services due to privacy concerns. (Color figure online)

Table 2. Cross tabulation by attitude variables V36 and V59.

Attitude V59 Total Chi square

No Yes Do not know

Attitude V36 Not Concern

(Strongly

disagree,

disagree, neutral)

161 (76.3%) 10 (4.7%) 40 (19.0%) 211 4.926∗ with df 2

Concern (Strongly

agree, agree)

595 (83.0%) 22 (3.1%) 100 (13.9%) 717

Total 756 (81.5%) 32 (3.4%) 140 (15.1%) 928
∗ indicates 10% level of significance

Mail due to privacy as well as 76.3 % of the not concern users are also not willing
to stop.

All these numbers validates hypothesis 2 with the conclusion that respon-
dents do not want to discard the using of communication or social media or
content recommending services.

5 Key Indicators

By studying respondent’s data, and data driven services, we found following
indicators that could be vital configuring users’ privacy policy for defining data
sharing strategy:

Identifiable data: Users can be identified from the shared information. For
example: age, gender, contact list, date of birth, credit card number. In the
Attitude variable V53 defines as “My contact list: I have sometimes stopped
registering to a website or installing a mobile app because it wanted to collect”,
which can be applied for cross tabulation attitude variable V36. The results show
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Table 3. Cross tabulation by attitude variable V36 and V53

Attitude V53 Total Chi square

Disagree Agree

Attitude V36 Not Concern
(Strongly
disagree, disagree,
neutral)

75 (39.1 %) 117 (60.9 %) 192 11.887∗∗∗

Concern (Strongly
agree, agree)

168 (24.9 %) 507 (75.1 %) 675

Total 243 (28.0 %) 624 (72.0 %) 867
∗∗∗ indicate 1 % level of significance

more than 75 % of the users who are concerned about personal data are agree
to stop registering a new digital service if the service or apps is required infor-
mation regarding of the users’ contact list. There is highly significant (p< 0.01)
between personal data concern with sharing contact list for registering in a site or
installing an apps. This implies that identifiable information is highly indicative
factor for data sharing (Table 3).

Usage data: Users create huge amount of on-click usage data, communication
logs, social media consumption data. More than 77 % and 61 % concern user and
not concern user about personal risk would like to stop registering because of
collecting browsing behavior respectively (Table 5 in Appendix 2).

Anonymized data: Users authorize for sharing their data with 3rd parties
in a transactional and/or aggregated level without disclosing users’ identity or
actual content We found that 44.6 % of the users will stop registering in a site
or installing apps because of sharing age and gender (Table 4 in Appendix 2).

Location data: Geo-location data can be collected from GPS. For example
Location from Google Location API, GPS, Telecom services based location data,
and so on. Half of the users would stop registering because of information regard-
ing location (Table 6 in Appendix 2). There is no significant association between
Concern about personal data and stopped registering due to location data col-
lection, which indicates that if users get personalized offer from the provider,
the likelihood of sharing location may be higher.

Streaming data: Where, when, and which song users’ are listening or movies
watching. For example Spotify data, Netflix data. Around 68.4 % of concerned
users are willing to share their music playlist habit for better personalized music
recommendation (Table 2 in Appendix 2), which shows that sharing of streaming
services usage data could be done in case of personalized benefits. Next section
discusses related work.

6 Related Work

In [8], Kenneally and Claffy introduced a reference framework which is a hybrid
of policy and technical controls for data sharing that provides regulation on
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technical regulators and enables privacy-sensitive data sharing for data producers
and consumers. To describe privacy risks and controls this framework serves as
an analytic tool for assessing, a foundation for establishing privacy management
controls and a template for developing operational solutions to balance privacy
risk as well as utility rewards in data sharing.

An interpretative approach through repeated e-mail exchanges is adopted
by [9] to investigate the social and psychological issues underlying consumers
privacy concerns. This study indicate that the demand for active control over
the disclosure or use of information showed the need for instruments that can
allow consumers to take informed decisions in the exchanges with companies and
trade appropriate benefits. [10] points out privacy preserving data integration
and sharing challenges with some possible solution ideas.

According to [11], privacy in e-commerce is defined as the willingness to
share information over the Internet that allows for the conclusion of purchases.
They indicate that the presence of security features on an e-commerce site was
important to consumers, and discuss how consumers security concerns may be
addressed by similar technology protections as those of the business, such as
encryption and authentication.

APEC privacy framework was intended as a means of improving the standard
of information privacy protection throughout the APEC countries of the Asia-
Pacific, [12] describes the Pathfinder projects as having “the goal of developing
and implementing an accountable Cross-Border Privacy Rules system within
APEC”.

In [13] the authors proposed data sharing with privacy by a preserving data-
set reconstruction based framework that can be regarded as “knowledge saniti-
zation” approach, which is inspired by the inverse frequent set mining problem.

Toch et al., performed a survey study [14]. It provides users’ attitude towards
privacy and personalization, and analyzes the privacy risks associated. While use
of personalization technique can give better user experience than the systems
that do not use it, at the same time it raises new privacy concerns if privacy
mechanisms are not provided. Users express uneasiness and personalized matter
can expose potentially discomforting information to others. Culnan et al., pro-
vided fair procedures in place to protect individual privacy and giving control
over the information that companies can build within a trust-based relationship
with consumers’ [15].

7 Conclusions and Future Works

In this paper, we presented potential key indicators that are considered to design
flexible policy for data sharing in the context of Asia. This survey result revealed
that individuals are willing to share personal data in exchange of personalization
benefit. Appropriate privacy concern is considered as a factor that leads people
to act more consciously to avoid risk of disclosing private information. However,
intention to continue using digital services knowing the fact that these services
might analyzes usage data for predicting personalized ads clarifies the sharing
attitude from consumers’ side.
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Abstract. Cloud computing is a new paradigm that has received the
considerable attention in theory and practice quite recently. One of the
applications of cloud computing is the storage of client’s data on remote
servers. While maintaining huge volumes of data, the cloud vendors
may be tempted to cheat its clients by removing their data. Thus, to
avoid such a situation, many proof of possession methods have been
proposed. Usually they utilize complex cryptographic calculation which
makes them not applicable to devices with limited resources. This paper
proposes two novel methods of light-weight proof of possession. Instead
of using the resource consuming cryptographic functions, these methods
use only straightforward hash functions. In the first method, the client
stores his data on one server in the cloud. The second approach addresses
the scenario of data duplication between many independent servers.

Keywords: Cloud computing · Proof of possession · Hash function

1 Introduction

Cloud computing is a new paradigm that has received the considerable attention
in theory and practice. Instead of building-up and maintaining the computer
infrastructure, the customers may hold their hardware and software resources in
the cloud. One of the applications of cloud computing is the storage of client’s
data on remote servers.

The number of data files outsourced to the cloud may grow for years. Despite
the fact that many of them can be accessed very rarely, the customer should have
a strong evidence that the cloud still possesses the data and the data are intact.
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The data stored in the cloud may be incorrect or incomplete due to the following
reasons. First, the cloud provider may discard the data, which are rarely accessed
by the user. Second, the cloud provider can store the data yet not in the fast
storage as it is required by the contract with the customer, but in the second
storage or offline. Besides, many security risks may exist in the cloud. It is clear
that the client and the cloud’s owner have contradicted interests as far as the
data possession is concerned. The goal of the cloud’s owner is to minimize the
cost of the data possession. As a consequence, he can easily remove the data
from the cloud without client’s knowledge.

The Proof of Data Possession (PDP) is one of the verification methods which
validates the correctness and completeness of the outsourced data on untrusted
servers. The method should be efficient when the user must verify many data
files periodically. The main assumption of PDP is that the client’s file doesn’t
have to be downloaded from the server for verification. Many PDP methods base
on the asymmetric cryptography. They require many exponentiation operations
performed on the client’s and server’s side. Thus, they cannot be used on the
devices with small computational power.

The aim of this work is to show that it is possible to build a practical system
which doesn’t require the advanced cryptography but bases on fast computing
hash functions.

Our Contribution. In this work, we propose a strategy which forces the remote
server to maintain the client’s data as long as possible. We present an effective
method for verification of the proof of possession. Our approach significantly
differs from the methods proposed in the literature. Unlike other cryptographic
protocols, it uses straightforward hash functions. Therefore, it can be used in
such cases where complex calculations may not be performed. Despite its sim-
plicity, we prove that our method guarantees a sufficient security level. Moreover,
we show that the use of two independent remote servers increases the security
of this approach.

The remainder of this paper is organised as follows. In the next section, we
present the general PDP method. Then, we propose two PDP models. In the first
model, the client stores all his data on one server. In the second one, the data
are maintained in two independent clouds. Finally, we summarize the results of
this work and draw conclusions.

2 General Method

In this section, we briefly recall the general Proof of Data Possession framework
introduced in [1]. The PDP is a two party client-server protocol in which a client
can check, whether or not, his files stored on a remote server are maintained
unaltered. The process must be accomplished without downloading the entire
file from the server.

The scheme includes three kind of procedures. In the preprocessing phase,
the client uses function f to create metadata m for the file F . Generally, the
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metadata are kept locally while the original files are transferred to the remote
server for a permanent storage. In the challenge phase, the client questions the
server for a specific file F with a challenge c. In response, the server computes
the proof of data possession of the file F by means of the original file and the
received challenge c and sends the proof back to the client. After receiving the
proof, the client validates it against the metadata stored in its local system to
determine if the file F is really stored on the server.

Many papers propose cryptographic approaches to solve the PDP problems.
The concept of PDP was introduced in [2]. In this approach, the file is divided
into a set of blocks. With every block, a cryptographic tag is associated. To
calculate the tag, an RSA number is used. This leads to the creation of long tags,
challenge and response values and makes the approach complex and arithmetic
heavy. In [3], the general approach from [2] was reused. The server stores tags
that mix information on file blocks with the information that can be retrieved
by the data owner. However, in comparison to [2], the size of the challenge and
response data is drastically reduced. The approach consists of two schemes. The
first scheme is based on pseudo-random functions and the second one on BLS
signatures. To verify the first scheme, the secret key of the data owner is required.
The security of the second scheme is proved under CDH assumption.

Many Internet Voting systems rely its security on other protocols i.e.,
SSL/TLS. A security vulnerability in lower-level protocol or a malware attack
can lead to the following situation: a voting client does not talk directly to the
election Bulletin Board (BB) (but with malicious server instead). Even if a dig-
ital signature s under the encrypted ballots cast so far is presented, it does not
prove that the voting client talks directly to the election BB. The signature s
could have been obtained by the malicious attacker at some distant time in the
past and thus the presented view of BB does not correspond to its current state.
When our protocol is performed (and reply is signed with BB’s private key) it
proves the current state of BB. So functionally it plays a role of a time-stamping
server but we do not need any third-party to be involved in the process (which
may increase overall security of the system).

3 Proposed Solutions

In this section, we present a problem analysis and main preliminaries for our
solutions. After that, we propose two probabilistic consistency models of data
in the clouds. In the first approach, the client stores all his data in one cloud.
The second approach considers the data stored in two independent clouds which
cannot exchange the data.

3.1 Preliminaries

The client holding its data in the cloud may be exposed to the unfair treatment
from the cloud administrator. Since the cloud’s owner wants to gain the highest
possible profit from the data possession service, he may be tempted to remove
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the client’s data when the cloud assesses that the probability of the detecting
its foul play by the client is small.

Our solution bases on the “periodically request” technique. The client
requests the server and the server is able to respond correctly only in case if
it holds the client’s data. In the first method, the client must have access to
the pairs: challenge-respond. So, he must store it either in his own memory or
on the external server. We show that algorithm works better, if the client can
send a request which respond is unknown to him, but the server is not aware of
this fact. In the second method, the client stores data on two servers and may
compare responses for the same challenges from both servers.

For further studies we do the following assumptions:

– Time of data possession is divided into the equal periods.
– At the end of each time period the client sends a challenge to the cloud and

the cost of data possession is calculated by the cloud.
– The cloud can hold a challenge sent by the client.

Below, we list the parameters used in the rest of the paper.

– w - the cost paid by the client for storing his data on the server in one time
period.

– v - the cost paid by the client for one request.
– k - the fine paid by the server to the client in case of loosing his data.
– u - the cost incurred by the server for possessing the client’s data in one time

period.
– T - the number of time periods when the data was stored data in the cloud.
– H - the hash function defined by the signature: H : {0, 1}∗ −→ {0, 1}d where d

is a length of the output value.
– m - the number of client’s files stored on the remote servers.

Apart from that, we formulate the following definitions:

Definition 1. By relating profit of the cloud we mean a difference between a
profit of the cloud obtained during keeping client’s data and a profit calculated
after removing the data.

Definition 2. System is secure if the sum of the expected profit getting from
every client of the cloud is negative.

3.2 Single-Server PDP Model

In this subsection, we present our first PDP method. We consider the case when
the client’s data are stored on one server.

The protocol works as follows. First, the client prepares a set ZF consisting
of n pairs: challenge-response defined as ZF = {(ci, ri), i = 1, 2, ..., n}. Both,
challenges and responses are generated by using the hash function H. Hence:
ci = H(F,Ku) and ri = H(F, ci), where Ku is a secret key and F is the checked
file. The creation of ZF is carried out by the procedures: PrepareChallenge and



368 L. Krzywiecki et al.

Algorithm 1. GenerateChallenge(input: b, F )
1 if b=0 then
2 Returns a pair: (c, ∅);

3 if b=1 then
4 ZF ← ZF \ {(c, r)};
5 Returns a pair: (c, r);

Algorithm 2. Single PDP Protocol
1 Ku ← Setup(ξ);

2 c ← PrepareChallenge(Ku);
3 r ← PrepareResonse(c);
4 At the end of each time period j the following loop is executed

5 Loop

6 Draw a number b from the set {0, 1} for a file F according to the distribution S;

7 (c, r) ← GenerateChallenge(b, F );
8 Send the generated challenge c to the cloud C;
9 r′ ← CloudResponse(c, F, C);

10 if b=1 then
11 Verify(r, r′);

PrepareResponse (see algorithm SinglePDPProtocol). We assume that ci and ri
are much shorter than the file F for which they are produced. The set ZF is
kept on the client’s computer. Then, the client estimates the probability p and
fixes the distribution S as:

S =
{

1 with probability p
0 with probability 1 − p

(1)

At the end of each time period j, the client prepares a challenge c and sends
it to the cloud by invoking GenerateChallenge. According to the distribution S, it
may be a random challenge or a challenge from the set ZF . In the first case, the
client cannot check if he is cheated by the cloud. In the second case, the client
receives a response r′ from the cloud. If r = r′ it means that the verification is
positive and the client is not cheated.

Security Analysis. We assume that the cloud knows the distribution S and
the number n of elements in the set ZF . Before we prove the security of the
system, we present two lemmas.

Lemma 1. The expected value of the relative profit of the cloud is: u
p − k.

Proof. If the cloud removes the data and that fact is noted by the client after t
time periods, its profit would be: t(w + v) − k. However, if the cloud possesses
the client’s data in the same time, its profit would be: t(w + v − u). Thus, the
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cloud’s relative profit is:

R(t) = t(w + v) − k − t(w + v − u) = tu − k (2)

The probability that the data removed by the cloud is discovered exactly
after t time period is equal to:

P (t) = p(1 − p)t−1 (3)

Hence, the expected value of the relative cloud’s profit may be estimated as
follows:

E = Σ∞
t=1P (t)R(t) = Σ∞

t=1p(1 − p)t−1(tu − k)
= puΣ∞

t=1t(1 − p)t−1 − pkΣ∞
t=1(1 − p)t−1 (4)

After some calculations, the expected value of the relative cloud’s profit is:

E =
u

p
− k (5)

Lemma 2. The expected value of the number of time periods after which the
client sent the last challenge from the set ZF is:

T =
n

p
− n (6)

Theorem 1. If every client estimates p as p = u
k and the time of storing data

is T < n
p − n then the system is secure.

Proof. Let the parameters: k, u, w, v have the fixed values and p > u
k . By

Lemma 1, we can conclude that until the client does not use every challenge
from the set ZF , the cloud’s related profit is negative (if p > u

k then u
p − k < 0).

From Lemma 2, we know that for p = u
k , the expected time after which the client

sent all challenges from ZF is: T = k∗n
u − n.

By proving the Theorem1, we show that the cloud cannot cheat during the
time given by the formula T ≤ k∗n

u − n, if it knows the client’s distribution S
and the number of challenges n. It is due to the fact that the cloud’s related
profit is negative and the cheating is not beneficial for the cloud.

3.3 Multi-server PDP Model

In this section, we consider the case when the client stores data on many inde-
pendent servers. For simplicity, we assume that the client sends his data only to
two independent clouds: C1 and C2.

The protocol works as follows. At the beginning, the client prepares the set
ZF and the probability p. This is made in the same manner as in the previous
method. Then, the data are randomly distributed between the servers C1 and C2

using the procedure DataDistribution. Using the distribution we want to achieve
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the following property: the probability that the randomly chosen element stored
in one cloud is also maintained in the second cloud is at least p. Lemma 3 proves
that the distribution fulfils this property.

The verification of data possession is executed in the MultiPDP protocol as
follows. After each time period j, the client sends a challenge to the first server.
If the challenge is applied to the file which is stored on both servers, the client
sends the same challenge to the second server. When the responses are different,
it is the proof that at least one of the servers doesn’t possess the data. In this
case, the algorithm Verify() is used to estimate, which cloud has removed the
data.

Algorithm 3. DataDistribution(input: p, m)
1 Divide the client’s files into two subsets A and B containing 1

2−p
m files;

2 Send A to C1;
3 Send B to C2;

Lemma 3. If A and B are the subsets of the set D such that |A|, |B| ≥ 1
2−pm

then |A∩B|
|A| ≥ p

Proof.
|A ∩ B|

|A| =
|A| + |B| − |A ∪ B|

|A| ≥
2 ∗ 1

2−pm − m
1

2−pm
= p (7)

Security Analysis. In the security analysis we fix the following assumptions:

– the clouds know the probability p;
– the clouds are aware that the client distributed his data into two clouds and

that the common files are challenged with the probability p.

Before we start the formal security analysis, let’s note the obvious observa-
tion. The client doesn’t need to use the elements from ZF until he doesn’t dis-
cover the foul play from the cloud. He may send the random challenge against the
common files to both clouds. If he receives different responses from the clouds,
it means that at least one of the clouds cheats.

Theorem 2. If every client sets the probability p as p = u
k then the system is

secure.

Proof. We know that the clouds C1 and C2 cannot determine the set A ∩ B on
the basis of the request distribution. By Lemma 1, we see that for p > u

k , the
expected value of the relative profit is negative. This prove that the system is
secure.
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Algorithm 4. Multi PDP protocol
1 Ku ← Setup(ξ);
2 c ← PrepareChallenge(Ku);
3 r ← PrepareResonse(c);
4 Client’s data is distributed according to the parameters: p and m defined above
5 DataDistribution(p, m);
6 At the end of each time period j the following loop is executed
7 Loop
8 Send challenge c to the cloud C1 about the randomly chosen file F ∈ A;
9 r′ ← CloudResponse(c, F, C1);

10 if F ∈ A ∩ B then
11 Send a challenge c to C2;
12 r” ← CloudResponse(c, F, C2);

13 if r′ �= r” then
14 V erify();

15 if F /∈ A ∩ B then
16 Send challenge c′ to the cloud C2 about the randomly chosen file

F ′ ∈ B \ A ∩ B;

The small disadvantage of this method is the growth of the cost of possession.
It is due to the fact that the charge for the data files stored in two clouds (A and
B) must be doubled. If we set p = u

k then (according to Lemma 3) the common
part A ∩ B is of size at most pkm

2k−u .

4 Conclusions

This study demonstrates the effective methods for checking the proof of pos-
session in the clouds. Our methods drastically differ from the other approaches
which mostly base on the cryptographic protocols. Although our methods use
only straightforward hash functions, we prove their reliability.

In the Single Server PDP model, we show that when the client estimates the
parameter p as p = u

k , he can store his data securely in the cloud over n
p − n

periods of time. The only possibility to force the cloud to further maintaining
the data is to extend the set of stored pairs: challenge - response. Though, such
an extension would increase the memory usage. In the Multi Server PDP model,
when the client estimates the parameter p as p = u

k , the server must act fairly
and the client can store his data without any time limits. However, the drawback
of this solution lies in the growth of the data storing cost as some files have to
be maintained on two servers.

Our methods may be particularly useful in the situations when the client’s
device has the limited computational power, and therefore, complex calcula-
tions are hard to execute. In this sense, it overpowers the other cryptographic
approaches.
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Abstract. Cloud computing platforms require at least semi-trusted
party as a host; we consider the problem of building a secure cloud stor-
age service on top of a public cloud infrastructure where there is no link
between the users’ identity and the correspondent data. Furthermore the
cloud provider does not required to be trusted by the customer.

Keywords: Cloud computing · Cloud storage · Secure storage · Data
security · Data storage systems · Outsourcing

1 Introduction

In recent years, the concept of data outsourcing has become extremely popular.
Based on a recent survey by Pew Research Center, experts anticipate that, in
the next decade, cloud computing will become more dominant for end-users
than desktop computing [4]. Data is moving from user-owned physical storages
to dedicated online storage systems, e.g., Dropbox [1] and Google Drive [2]. By
2008, 69 % of all Internet users had either stored data online or had used a web-
based software application [11]. In the opposite governments have frequently
insist on that companies install backdoors in security solutions and build local
servers to facilitate surveillance [13,14]. For data stored in the cloud, users are
not aware when their data is being accessed by other parties. Privacy activists
argue that consumers expect privacy in the cloud [10], while law enforcement
agencies in United States, to which most cloud storage providers are subject,
stipulate that “a person has no legitimate expectation of privacy in information
he voluntarily turns over to third parties” [3]. Most of recent online storage
service providers offer plenty of services and features followed in a very simple
designs and do not offer privacy for their users.

OverviewofOurApproach. In our model we have two database tables, Users
and Identification. In the Users table we store the user’s account information,
and in the Identification table we store the Identification Id. During the
signing up procedure, a user (Alice) generates and stores a random number
c© Springer International Publishing Switzerland 2016
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R into Identification table using special steps in order to omit any relation
between random number R and Users table. In the case that Alice installs
special applications for accessing files, R can be installed in user applications in
a secure way. In this study, we aim to introduce the concept of secure cloud-
based storage in the context of cloud computing with regard to user privacy
preserving.

2 Related Work

Research on cloud computing falls into two cases: cloud storage security and
cloud computing security. Relative studies to the current issue can be found in
the areas of “cloud storage” and “cloud privacy preserving”. In Cryptographic
cloud storage [12], the data processors are used to encrypt the user data. Thus,
customers can be assured that the confidentiality of their data are protected, but
still need to trust to the cloud provider. Ateniese et al. [5] first defined a model for
provable data possession (PDP) for ensuring ownership of data files on untrusted
storages. They utilize the RSA-based homomorphic linear authenticators for
auditing outsourced data. However, among their two proposed schemes, the one
with public auditability exposes the linear combination of sampled blocks to
external auditors. When used directly, their protocol is not provably privacy
preserving and thus may leak user data information to external auditors.

3 Attack Model

In this paper, attackers are classified into two types: Insider attacker(cloud
providers), outsider attacker(the true intruders). The first type, possibly sys-
tem administrator has higher probability to figure out the relation between files
and owners. The second type of attackers has no special access to the infor-
mation and records. Assuming all communications are encrypted, this attacker
must be in possession of secret session key to access message flow between the
user and cloud provider or should first spend some time to pass through the
cloud providers’ firewalls and other security mechanisms and then try to find
some information in order to link the files to the users’ accounts.

4 Proposed Scheme

4.1 Notation

Hash functions are compressing functions that take inputs of various sizes and
return fixed-size outputs. Our construction relies on a one-way cryptographic
hash function H.

Public − key cryptography uses asymmetric key algorithms (such as RSA)
Symmetric − key algorithms are a class of algorithms for cryptography.
F (x1|x2, . . . , |xn). One way function that concatenates the inputs together.
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EKS . Symmetric-key algorithm Encryption scheme.
K1, K2, K3 The secret keys of the secure communications respectively.
ParamGen. This algorithm outputs a system-wide parameter security para-

meter λ.
RandomGen. On the input of a Seed S ∈ {0, 1}∗ and security parameter λ,

This algorithm outputs a random number R ∈ {0, 1}λ.H : {0, 1}∗ → {0, 1}λ.

4.2 Sign up and Setup Phase

In the sign up procedure, users are required to establish a secure communication
several times. Set up procedure consists of three parts. We briefly explain how
the algorithms work in a typical scenario:

1. Creating new Identification Id.
(a) Both parties (Client and Server) establish a secure communication con-

nection and share a session key K1.
(b) Server encrypts the security parameter λ, produced by ParamGen, and

send λ to client.
(c) Client is required to create a random number N ′. She can chose one of

the following methods:
i. Invoking RandomGen(S, λ) in order to generate a new random num-

ber.
ii. Using F (x1|x2|, . . . ) and substitute x1, x2, . . . with her information

and salt parameter S to protect against dictionary attack.
(d) Using session key, the client encrypts N ′ and sends the encrypted

EK1(N ′) to the server.
(e) Server decrypts the request using session key and inserts N ′ into

Identification table.
2. Creating new user account.

(a) Both parties establish a secure communication connection and share a
session key K2.

(b) In this step, Client transfers her information by using session key K2 to
create a new account.

3. Activating the Identification Id.
(a) Both parties establish a secure communication connection and share a

session key K3.
(b) Using session key, once again the client encrypts N ′ and sends the

encrypted EK3(N ′) to the server.
(c) Server decrypts the massage to get N ′. Then looks up N ′ in

Identification table. If exists, the fact that somebody has inserted this
value before is confirmed and sets the In Use column to true.

In ideal case, user can insert several Identification Ids in the Identification
table and skip the sign up part and follow the instructions. Besides, the cloud
provider would easily accept any connection to insert a new random number
in the Identification table. While each user has several Identification Ids,
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it becomes harder for cloud provider to make a link between user and her
Identification Ids. On the other hand, user can use each Identification Id
for a specific reason.

Another issue concerns a scenario where an intruder attempts to insert many
Identification Ids in order to make resources unavailable. This problem can be
solved by using either CAPTCHA [6] or anonymous e-cash [7].

The authentication with the cloud providers is by sending requests with valid
Identification Id. The user is verified by the server if the following equation
holds.

IdentificationID ∈ {IdentificationId1,

IdentificationId2, . . . } & In Use == True
(1)

Since the cloud provider has no information about the user’s
Identification Id and the corresponding user account, it will never realize that
who is communicating with.

Although the communication between user and service provider is encrypted
with appropriate cipher scheme, user is always required to encrypt the data with
the user’s own secret key before outsourcing the data to the cloud provider.

4.3 Basic Model

The UsersData table is divided in three columns, which are shown in Fig. 1.
While file names may disclose user identifications, we use hash value or random
number as naming policy and store the defined value in File ID column. The
DataStream column contains the content of file. When a user attempts to store
a new file, she is required to establish a secure communication and share a secret
key k with cloud provider and encrypts her Identification Id using session key
k and sends it to the server. Server uses Eq. (1) to verify the user’s validity. If
the equation holds true, then sends an acknowledge to the user that the user is
verified and has the permission to send her data. Client uses generated random
number as file name and send her file to server.

Fig. 1. Basic model database.

The client software is also required to map the generated File ID to the real
file name in a local secure lookup table.
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4.4 Security Analysis of Basic Model

Imagine that we have {nm|m ≥ 1} files in the server with n users. Assuming
that every user has at least one file in the server, and victim’s data are in specific
format known by attacker. If the attacker is given a chance to see these files, he
will recognize the corresponding user. In the worst case where the number of files
are less than the number of users, some of the users may not have any files in
the server. As a result, the only thing that attacker cares is the number of users.
Therefore we need to make a relation between File ID and Identification Id
to resolve the above-mentioned problem. On the other hand, in cases where
the attacker is an insider, even if user has several Identification IDs, the
attacker/administrator can keep active Identification IDs in another table dur-
ing the authentication part.

4.5 Improved Model

In the model, we eliminate the Identification Id from UserData table, and
also we rename the File ID to simply ID. After generating a random num-
ber for File ID, the user invokes F function to concatenate File ID and
Identification Id. We use the result of F as ID in UserData table. We fol-
low the same steps in section C for storing and accessing the files.

4.6 Security Analysis of Improved Model

If he is insisting to find the desired data, he needs to decrypt the files one by
one to find the first desired one. Even if he finds one of the victim’s files, it does
not mean that he can access the rest of the files.

5 Feasibility Analysis

To measure our protocol feasibility, we compare our approach to regular SSL
connections. Comparing SSL with our approach, there is no significant difference
in performance of login and exchange data parts with similar level of security.

6 Network Protocol

Using SSL connection will hide content of that information from an observer,
but it might still leave the database operator (cloud provider). We resolve this
problem by simply using proxy serves. Onion Routing is performed by dynami-
cally building anonymous circuits within a network of onion routers as in Chaum
Mixes [8]. A network of onion routers resists traffic analysis more effectively than
any other deployed mechanisms for general internet communication [9,15].
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7 Conclusion

This paper states the importance of protecting individual’s privacy in the cloud
computing and provides some privacy preserving techniques to be used in cloud
storages. We showed that by simply omitting some relation between user entity
and her properties, we can restrict the information leakage and hence protect
uses’ privacy without trusting cloud service provider.
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WECSR, and WLC 2010. LNCS, vol. 6054, pp. 136–149. Springer, Heidelberg
(2010). http://dl.acm.org/citation.cfm?id=1894863.1894876

13. Kinetz, E.: Google, skype targeted in india security crackdown. The Huffington
Post (2011). http://www.huffingtonpost.com/2010/09/02/google-skype-targeted-
in- n 703198.html

14. Soghoian, C.: Caught in the cloud: privacy, encryption, and government back doors
in the web 2.0 era. J. Telecomm. High Tech. L. 8, 359 (2010)

15. Syverson, P.: Onion routing for resistance to traffic analysis. In: Proceedings of
DARPA Information Survivability Conference and Exposition, vol. 2, pp. 108–110.
IEEE (2003)

https://www.dropbox.com
https://www.google.com/drive/
http://doi.acm.org/10.1145/1315245.1315318
http://dl.acm.org/citation.cfm?id=647798.736683
http://dx.doi.org/10.1007/11426639_18
http://doi.acm.org/10.1145/358549.358563
http://doi.acm.org/10.1145/358549.358563
http://www.infoworld.com/article/2653754/security/cloud-computing-may-draw-government-action.html
http://www.infoworld.com/article/2653754/security/cloud-computing-may-draw-government-action.html
http://dl.acm.org/citation.cfm?id=1894863.1894876
http://www.huffingtonpost.com/2010/09/02/google-skype-targeted-in-_n_703198.html
http://www.huffingtonpost.com/2010/09/02/google-skype-targeted-in-_n_703198.html


Social Media



The Role of Social Media in Innovation
and Creativity: The Case of Chinese

Social Media

Jiwat Ram1(&), Siqi Liu1, and Andy Koronois2

1 International Business School, XJTLU, Suzhou, China
jiwat.ram@gmail.com

2 School of Information Technology & Mathematical Sciences,
University of South Australia, Adelaide, Australia

Abstract. Social media has revolutionised our daily lives, both at individual
and organisational levels. This presents an opportunity for businesses to drive
growth and create value by tapping into the power of co-creation using social
media. Despite its significance, little research exists on how social media could
be used for innovations and creativity, and even moreso in the Chinese context
with the mass penetration of social media. This study attempts to address this
gap in knowledge by examining the role of social media in facilitating inno-
vations in Chinese context. Given the exploratory nature of the research, we will
conduct approximately 40 interviews with respondents such as marketing and
communication managers from a wide range of industries including retail and
service sectors. We will analyse data using Nvivo. The findings will provide
guidelines to managers to put in place tailored strategies to optimise the benefits
of social-media interactions for organisational growth.

Keywords: Social media � Innovation � Creativity � Social Networking
Services (SNS) �Web 2.0 � Interactive content � Facebook � Twitter � Linkedin �
Google+ � Weibo � Wechat

1 Introduction

There has never been a time when the role of social media in the modern context is so
fundamental and diverse. As Facebook, Google+ and Twitter penetrate our lifestyles,
residences, transportation systems and working environments wherever there are
electronic devices, social media has moved society into cyber space [1]. Added to that
is the emergence of new habits, friendships, and an information boom. Specifically,
businesses adopt social media as a channel for building and distributing information
and values. As a platform that engages millions of users in cyber space, allowing free
voices and the rapid flow of information in diverse forms, it enables businesses to
collaborate with customers in new and innovative ways [2; p. 36].

Businesses utilise social media for several different means including innovations
and creativity. As Tierney and Drury [3] pointed out, social media has multiple uses
many of which are in the composite measure of innovation and creativity. Innovation is
a term that describes “introducing of something new” [4]. An innovation can be in
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terms of product, market, material and business models. For example, one of the major
applications of innovation is in product design.

Because of the characteristics of social media in that it encourages self-generated
content and sharing, companies could gather ideas from online communities and
receive feedback conveniently [5]. The ideas generated by external contribution and
used in internal design are called open-innovation [6; p. 24]. Besides product design,
companies use social media for new marketing methods and customer relationship
management [7]. Social media helps to form a virtual customer environment and
creates online communities, which could enable companies to better interact with
customers [8]. Not only could managers learn from customers’ demands, but also they
could enhance brand loyalty by various online marketing strategies. Loyal customers in
return could serve as champions for the brands.

Social media is a perfect tool for internal management as well [9]. Employees could
get to know each other in a cost-efficient way and enhance communications in the
workplace. In this way, knowledge and experience in the enterprise context would be
integrated actively. More recently, the term ‘Organisational Social Media’ has been
used to describe the implementation of social media at an organisational level [10]. By
doing this, various enterprise level activities will be supported, including relationship
management, knowledge sharing, learning and creation. Other general uses of social
media in innovation include disaster management [33], campaigns of social political
organisations [11], special events [12], city marketing [13] and higher education [14].

As social media has gained huge proliferation in China in the past decade, the
country has become the largest social media user in the world [15]. In 2014 alone, it is
estimated that there were 560 million users in Q-zone—the largest Chinese SNS
platform, and the estimated value of Q-zone at the end of 2012 was 11.24 billion, only
second to Facebook, which has a value of 29.12 [16]. According to Chiu [17], the
penetration rate of social media is 46 %, and netizens in China spend approximately
40 % of their online time in social media interactions.

The increase in the number of users and the type of platforms used for social media
interactions has also led to new business practices in the Chinese business environment
[17]. The issues surrounding internet supervision and the cultural context in China has
brought about unique phenomena and business practices as well. For instance, the most
eye-catching, self-created content is sometimes frivolous, rather than news-driven, and
trends are sometimes manipulated through fraudulent accounts [18].

The use of social media in China, and globally, has resulted in a large number of
studies with most of them focusing on theoretical analysis or conceptual frameworks.
Some studies have conducted case analysis to summarise web-portal links and a variety
of statistics to develop models of users’ strategies. However, there is a paucity of
empirical studies in the context of China and how social media is affecting the life and
business environment in China. This study attempts to fill this gap in knowledge and
investigates the role of social media in innovation and creativity in businesses in China.
Specifically, we will examine the role of innovation and creativity in the creation of
new business models, product designs, relationship management or marketing strate-
gies. With this in mind, the study sets out to answer the following research questions:
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What role does social media play in facilitating innovations and creativity in busi-
nesses in China? What type of innovations does it facilitate specifically?

This study is significant as it investigates an issue in an unexplored research area,
and is expected to add to the body of knowledge on how social media can help in
innovation and creativity. The findings will not only contribute towards theoretical
development, but will also provide insights for managers and business owners about
how to best leverage social media for growth of their enterprises. Moreso, the study
will be significant in the Chinese context as little research exists in this area.

2 Literature Review

2.1 Social Media

Business-related usage of social media has seen a tremendous growth in the last
decade. Social media is a type of Web 2.0 platform—an integrated platform where
user-generated resource can be co-created, shared and amended via constantly devel-
oping software [19]. As Web 1.0 relies more on one-way communication, Web 2.0
emphasises the multi-channel interaction and user-oriented flow of information. Social
media focuses on the social properties of the application of Web 2.0 technology. [20]
define social media as “a group of Internet-based applications that build on the ideo-
logical and technological foundations of Web 2.0, and that allow the creation and
exchange of User Generated Content” (p. 61). However, the concept of social media is
often mixed up with Web 2.0 and user-generated content.

One of the prominent forms of social media is Social Networking Services (SNS),
which embraces many specific functions such as maintaining and manipulating existing
social networks. Simultaneously, the display of relationships and a public profile are
key features of SNS [21].

2.1.1 Social Media in China
Since 2013 China has the world’s largest social network market [22]. Chinese social
network scene is characterised by a large amount of information exchange and gov-
ernment supervision [18]. Over three millions messages are posted on websites every
day, in the form of BBS, blogs, communities and so on. Moreover, above 66 % of
Chinese netizens are active users who convey their viewpoints via the internet fre-
quently [23]. The leading network is Qzone, which has 645 million users and a val-
uation of 11,237 billion USD [23]. Another representation is Sina Weibo, a
fast-growing website similar to Twitter, with 250 million registered accounts gener-
ating 90 million posts per day. The accounts in Weibo are categorised into three types
of user accounts, in which a verified user account commonly denotes a famous figure in
the public eye or a company in China [18].

A subdivisional graph of Chinese social media markets was made by Crampton
[15], dividing social media into seven functional blocks. Besides crossovers, there is a
significant difference between Chinese social media compared with its foreign
counterparts.

The Role of Social Media in Innovation and Creativity 383



2.1.2 Functions of Social Media
Moore [24; p. 50] argue that social media offers one prominent characteristic; its
function is to realise multiple kinds of social activities started by anyone using
applications or on the platform. The development of social media has effectively
shaped the way people behave and think. Not only can people easily reach across
distances and exchange opinions conveniently, but also they are the direct content-
makers of the information online [25] Businesses no longer have the deciding rights
over consumers regarding the information they want available to view, and have to
passively become “observers” [20]. In order to equip corporations with the notion of
the various forms of activities social media can generate, a honeycomb pattern of seven
functional blocks has been raised [26]. These blocks are specific facets of user expe-
rience provided by different social media service: presence; relationships; identity;
reputation; sharing; conversations; and groups. They are not mutually exclusive and
each social media site could choose several facets of service.

2.2 Use of Social Media for Innovation and Creativity

Defined by Schumpeter [27; p. 47], innovation denotes “carrying out new combina-
tions”. This definition could be further specified into five subgroups: the introduction of
a new product, process of production; new market; resource of supply or intermediate
products; or new form of organisation. It is also a common belief that the innovation
process is a collaboration and interaction between users, suppliers, companies and
original designers. [28]. Cooper [35] has identified “strategy” and “power” to be the
fundamental factors between organisation structure and the type of innovation. Past
study [39] proved that innovation projects that rely on external resources outperform
those on internal resources, especially in regards to development time and the required
investment.

Due to the fact that innovation can take place in various ideological settings, past
studies often categorise it into several subdivisions [4]. In terms of the areas where
innovation influences, it could be separated into product and process innovation. In
terms of the extent of changes accordant with innovation, it could be identified as
radical or incremental. Another classification method is to divide it as a technological
or an administrative innovation [36, 38, 40].

The study of utilisation of social media in innovation has been prevalent in the past
decade. As Culnan [8] comment, the platform itself would not generate any revenue
unless particular information is created and shared.

2.2.1 Customer Relationship Management and Virtual Customer
Environment
One direct usage is the construction of online customer communities or say, virtual
customer environment (VCE). Such VCE could be used to benefit several business
sectors, including branding, sales, customer service and product development [8]. Once
communities form, they serve as a champion for the brand, defending its reputation and
resisting all negative information towards it. Busscher [41] discovered that customers
tend to appeal to brands that offer campaigns with relevant eye-catching content,
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which show up on several platforms and have applications on media. Another study
shows that customer loyalty is positively correlated to the rising amount of beneficial
campaigns, popular relevant content and the appearance of brand names on various
social media websites [37]. Based on this result, it is not difficult to understand why
social media is a perfect choice for a brand to share technological-related, interesting
content and to organise communities easily.

2.2.2 Open Innovations and Co-creation
Open innovation is a term initially defined by Chesbrough [6] as a concept that firms
should explore both internally and externally to advance their technology and market.
The definition was further improved to be “the use of purposive inflows and outflows
of knowledge to accelerate internal innovation, and expand the markets for external use
of innovation, as they look to advance their technology” [34; p. 1]. Past research has
discovered a curvilineal relationship between search strategy and innovation perfor-
mance [28].

Ståhlbröst [29] have drawn a conceptual framework for user recruitment and
involvement in open-innovations, in which the four factors: content, platform, inno-
vation process and community play vital roles. Social media has definitely enhanced
open-innovation by its characteristics of speed, flexibility, reach and interactivity, as
has been concluded in the study of [5]. They found that companies are using various
internet-based tools to involve customers with their product design process. Because
social media could easily carry dialogues in a cost-efficient way to global-wide users,
companies can obtain user opinions and expertise [30]. Another study [31] states that
social media helps with the implementation of ideas, rather than the acquisition of
these.

2.2.3 Organisational Social Media
Organisational social media (OSM) is newly defined as technology that supports intra-
and extra-organisational communication especially employees, management teams and
external stakeholders [10]. It is a channel for a variety of activities that maintain
relationships and interactions in the context of an organisation. Typical OSM includes
SNS, Weichat and blogs. However, OSM differs from the general concept of social
media in many aspects [32] Firstly, while the current revenue model of public social
media aims to attract people to consume more time on the platform, it is obviously not
the case in OSM. Secondly, the scale of OSM is not comparable to public size. As
social media gains millions in audiences easily, OSM could mainly focus users within
an organisational context, and maintain the real-life working circle. Furthermore, the
feature of content in OSM is professional, while in the large public space it tends to be
casual.

3 Methodology

Given the exploratory nature of the investigation, this study takes a qualitative
approach to data collection and analysis. We will use an open-ended, semi-structured
questionnaire for the interviews. The respondents are from industries including retail,
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such as food, clothing, travel, and service sectors including finance, IT, and media to
name a few. The potential respondents are those who may be working as media
communicators, marketing managers or process managers, as we expect them to have
the knowledge of core business and the role of social media in facilitating innovations
within their organisations. We plan to conduct approximately 40 interviews. Currently,
based on our personal network, we have identified target respondents in an advertising
agency, Top 500 financial institutions, city broadcast station, music company, and an
international business school. We intend to extend our pool of potential respondents by
using personal social networks as we enter into the data collection phase.

Interviews will be carried out either online or in a face-to-face environment and
each interview is expected to last for approximately an hour. All the interviews will be
conducted in the Chinese language so that subjects can convey their opinions in a
comfortable way. The research questionnaire will be given or sent ahead of the
interviews to the respondents, so that they feel better prepared for the interviews. The
interviews will be digitally recorded, and written notes will also be taken of the
respondents’ answers during the interviews.

The recorded interviews will be then transcribed and translated into the English
language. We will use content analysis employing Nvivo software to analyse the data.
The use of Nvivo is expected to facilitate identification of underlying themes and
critical issues through iterative coding and refinement procedure, and subsequent
development of theory.

Initially, we will perform a detailed coding of the themes emerging from the data.
We will do open coding to get an understanding of broad themes, and subsequently
drill down and do further coding to extract new themes and sub-themes. Also we will
analyse the linkages, patterns and connections among various themes and sub-themes.
The patterns and inter-linkages emerging from the data will then be further analysed
taking a comparing and contrasting approach by examining the perception of different
types of respondents, such as the industry sectors, etc.

The analysis will focus on generating knowledge of how social media facilitates
innovations and creativity within organisations. The findings will help us understand
how information collected through social media interactions is channelled and lever-
aged into new ideas for product development, service improvements, business process
improvements and development of new business strategies and models. We will also be
able to generate an understanding of how organisations develop and build social media
interactions and platforms that allow them to collect useful information and then
transform information into knowledge in order to develop innovative solutions for
growth of their business.

3.1 Questionnaire Development and Interviews

The authors have developed a semi-structured questionnaire. The questionnaire has
four parts. The first part collects information on respondents’ profile including
position/title of interviewee, type of organisation, size of organisation, type of industry,
and the major competitors of respondent’s organisation.
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The second part includes general questions such as: type of social media used by
the respondents’ organisation, its influence/impact on organisation, the business value
created by the social media for the organisation and how it is used for building social
capital. The third part of the questionnaire includes specific questions that seek to
assess the impact of use of social media on innovation and ideas generation, co-creation
and uniqueness for the use of social media for creativity in Chinese context.

The fourth part covers questions on the challenges and future applications of social
media, and the recommendations and suggestion for the future use of social media for
innovation and creativity. The data collection process has started and some interviews
have been conducted.

4 Implications for Theory and Practice

The results of the study have several implications for theory and practice. From a
theoretical perspective, firstly the study is a step towards development of a theoretical
framework for understanding the innovation process facilitated by social media. Sec-
ondly, the study will identify the key elements of an innovation process ignited by
social media. Thirdly, we will identify some of the issues that may be hindering the
generation of innovations that otherwise could be facilitated by social media. Finally,
we will provide some understanding of the platforms that may be more important for
the generation of innovation through social media and hence open up opportunities for
further exploration and set research direction.

Managerially, this study will provide guidelines to managers on how to leverage
social media revolutions to their advantage. Secondly, the study will help managers put
in place tailored strategies to optimise the benefits of social media for their organisa-
tional growth. Thirdly, the research findings will help managers prioritise their attention
and focus on specific social media platforms that are compatible to their core business
operations to create value for the business. Fourthly, the study will also provide some
guidance to managers to decide the type of innovations they should try to achieve
through social media platforms. Finally, the study will help managers in understanding
the elements that inhibit innovations and creativity, which otherwise could be made
possible from their social media platforms.

5 Limitations and Future Research Directions

The study has some limitations as well. First, being an exploratory study, the research
will be collecting data from respondents representing a limited number of industries.
Second, given the objective and the exploratory nature of the study, caution should be
exercised in considering generalisation of the findings. Third, the study will come up
with evidence of new processes and elements that generate innovations, with an aim to
set the platform for further research.

The study is a significant milestone in social media research and sets out the
direction of further research in a potentially unexplored area. Therefore, it opens up a
number of opportunities for future research. Further research can be done by covering
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more industries and interviewing respondents including senior managers. More
research is warranted in understanding how the innovation process facilitated by social
media is different from the classical models of innovation process. Also further research
could be conducted by taking a longitudinal approach to unravel the drivers and
inhibitors of the innovation process facilitated by social media. The qualitative study
could be followed up with quantitative cross-section survey-based studies to generalise
the findings.

6 Conclusion

The onset of social media provides enormous opportunities to put in place strategies to
create value from wide ranging and heterogeneous interactions in cyber space. One of
the main applications is its usage in product development, customer relationships and
marketing strategy. Our research explores business practices within the context of
Chinese businesses. It aims to develop an initial preliminary understanding of how
social media can facilitate innovations and creativity. Our study on the role of social
media in driving innovations, especially the interaction between the properties of social
media and innovation types, provides a unique perspective on social media research
and innovation management. Moreover, it provides practical models for
decision-makers who wish to utilise social media for furthering innovation success.

The study set the tone for future research on how to leverage the creation of online
content. The findings will provide a research platform to look at existing co-creation
models and develop a robust model of innovations through co-creation.
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Abstract. Word stemmer is a text preprocessing tool used in many artificial
intelligence applications such as text mining, text categorization and information
retrieval. It is used to stem derived words into their respective root words. Many
researchers have proposed word stemmers for Malay language using various
stemming approaches. Since the proliferation of social media, there are various
word patterns have been used by social media users in which the existing word
stemmers do not support in their stemming rules. These word patterns are slang
words or informal conversation words which are used in daily conversation.
Therefore, this paper proposes the new word stemmer for Malay language that
able to stem standard and slang words. This paper also examines the differences
between standard words and slang words. The experimental results show that
the proposed word stemmer able to stem standard affixation and reduplication
words and also stem slang affixation and reduplication words with better
stemming accuracy.

Keywords: Malay word stemmer � Word stemming algorithm � Standard
word � Slang word � Social media

1 Introduction

The advent of Web 2.0 technology creates social media platforms such as social
networking, microblogging and video sharing that allow the internet users to create,
publish and share their user-generated contents to other internet users without any
editorial approval [13]. This scenario has led to information overloaded due to the
amount of user generated contents that have been created on social media platform. In
the context of Malay language, there are two types of written texts on social media i.e.
formal and informal written text documents.

Formal text documents are written based on morphological structures of Malay
language (standard words) whereas informal text documents are written based on
colloquial speech communication (slang words). For instance, the standard affixation
word of ‘punyalah’ (belonging) in a formal text document could be written in the

© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 391–400, 2016.
DOI: 10.1007/978-3-319-40973-3_39



informal text documents such as ‘punyelah’, ‘punyalaa’ and ‘punyela’. As a result, the
existence of digital Malay text documents that may comprise of derived words
(affixation and reduplication words) in the form of colloquial speech conversations on
social media. These slang derived words are word pattern variations of affixation and
reduplication words such as mngambil (slang affixation word for mengambil),
makanannye (slang affixation word for makanannya), kepunyeannye (slang affixation
word for kepunyaannya) and burung2 (slang reduplication word for burung-burung).
There are also slang derived words with special characters such as k’jaan (slang
affixation word for kerajaan) and di’lihat’kan (slang affixation word for dilihatkan).

Unfortunately, the existing word stemmers for Malay language were developed
only to stem standard derived words. Previous researchers only considered words
patterns that can be found in formal Malay text documents [1–4, 6–12]. As a result,
none of the existing Malay stemmers are able to stem slang affixation and reduplication
words on social media. Therefore, it is desirable to develop the word stemmer that able
to stem both standard and slang affixation and reduplication words on social media.

This paper is organized into five subsequent sections. Section 2 analyzes various
word patterns in Malay language on social media. Section 3 discusses related works on
the existing Malay word stemmers. Section 4 describes the proposed word stemmer
that uses affixes removal method and dictionary lookup in order to remove standard and
slang affixes from derived words. Section 5 discusses the experimental results and
discussion where Facebook comments from Malaysiakini online news portal have been
used to evaluate the proposed word stemmer for stemming standard and slang affixation
and reduplication words. Finally, Sect. 6 concludes this paper with a summary.

2 Malay Word Patterns on Social Media

In Malay language, there are two types of derived words i.e. affixation and redupli-
cation words based on standard morphological rules [5]. Affixation words are the
derived word contains the prefixes (ber+, di+, ke+), suffixes (+an, +kan), confixes (per
+an, di+i, peng+an), infixes (+el+, +er+, +em+), clitics (+nya, +mu, +ku) and particles
(+lah, +kah, +tah) attached to the root words such as memakan (to eat), makanan
(food) and pemakanan (nutrition). On the other hand, reduplication words reflect the
plural forms of the root words where they may contain repeated root words or derived
words with hyphen (-) such as burung-burung (birds), makanan-makanan (foods) and
surat-menyurat (correspondence).

This paper analyzes word pattern variations of these standard derived words that
exist on the social media by examining 3000 Facebook comments from Malaysiakini
news portal as described in Table 1. The word analysis of these Facebook comments is
essential for developing word normalization library for slang abbreviation, common
words and root words and also developing numbers of word stemming rules for
removing slang affixes. From the analysis, there are 126 distinct abbreviation words,
315 distinct common root words and possessive pronouns and 749 distinct root words.
These words will be used as word library to normalize into standard root words using
dictionary lookup method before and after word stemming as described by the fol-
lowing examples:
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(a) kl (slang word) ! kuala lumpur (with normalization)
(b) bgmanapn (slang word) ! bagaimanapun (with normalization)
(c) kpdnye (slang word) ! kpd (stemmed word) ! kepada (with normalization)
(d) kecik-kecik (slang word) ! kecik (stemmed word) ! kecil (with normalization)

There are also 56 distinct slang affixes are used as prefixes (br+, tr+png+, mng+),
suffixes (+kn, +n), confixes (di+kn, png+n), clitics (+nye, +nyer, +2nye) and particles
(+lahh, +laa, +lar) in slang affixation and reduplication words as described by the
following examples in Table 1. These distinct affixes will be used to develop word
stemming rules for removing these slang affixes from slang affixation and reduplication
on social media. It is important to note that this word library aims to normalize slang
abbreviation, common words and root words and not slang derived words in order to
minimize the size of word library. There are many word patterns variation from same
derived word such as permainannya (his/her toys) could be written as permainannye,
prmainannye, permaennnye and permainnnya. Word normalization of slang derived
words before word stemming process seems impractical approach. Therefore, these
slang derived words will first undergo word stemming process and then word nor-
malization process in order to obtain the correct root words. Based on these word
analysis in this section, word pattern variations on social media, particularly on slang
affixation and reduplication words, require different word stemming approach from
conventional word stemming approach in which based on morphological rules of
Malay language.

3 Existing Malay Word Stemmers

The earliest research on word stemmer for Malay language was developed by Othman
using rule-based affixes removal method for information retrieval [9]. Since then, there
are many researchers have developed various word stemmers for Malay language using
various stemming approaches i.e. rule application order [2, 6, 7, 11], rule frequency

Table 1. Word patterns with special characters.

Word patterns Slang word with corresponding standard word

1. Abbreviation ▪ Abbreviated words e.g. org (orang), yg (yang), jgn (jangan)
2. Common
words

▪ Common root words e.g. cume (cuma), tapi (tetapi), nak (hendak)
▪ Possessive pronouns e.g. dier (dia), hang (engkau), depa (mereka)

3. Root words ▪ Slang root words e.g. kene (kena), pompuan (perempuan), giler (gila)
4. Affixation ▪ Standard Prefix + Slang Root Word e.g. membace (membaca)

▪ Slang Prefix + Standard Root Word e.g. trmenung (termenung)
▪ Standard Root Word + Slang Suffix e.g. harapkn (harapkan)
▪ Slang Root Word + Standard Suffix e.g. besornya (besarnya)
▪ Standard Prefix + Standard Root Word + Slang Suffix e.g.
perbuatannye (perbuatannya)

5. Reduplication ▪ Slang Reduplication e.g. kecik-kecik (kecil-kecil)
▪ Root word + Number e.g. benda2 (benda-benda)
▪ Root word + Number + Suffix e.g. kata2nye (kata-katanya)
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order [1, 3, 4], modified the rule frequency order [8] and other stemming approaches
[10, 12]. These stemming approaches used by the existing word stemmers can be
further categorized into four different affixes removal methods. These affixes removal
methods are focused on removing prefixes, suffixes, confixes, infixes, clitics and par-
ticles from standard affixation and reduplication words. However, there is no single
research in the previous research focus on removing prefixes, suffixes, confixes, infixes,
clitics and particles from slang affixation and reduplication words. The comparison of
affixes removal rules used in the existing word stemmers are as follows:

(a) There are six existing word stemmers [1, 2, 8, 9, 12] use affixes removal rules to
stem standard affixation word with prefixes, suffixes, confixes, infixes, clitics and
particles.

(b) There are three existing word stemmers [4, 6, 11] use affixes removal rules to stem
standard affixation word with only prefixes, suffixes, clitics and particles while
assuming that confixes are the combination of prefixes and suffixes.

(c) There is only one existing word stemmer [3] uses affixes removal rules to stem
standard affixation word with prefixes, suffixes, confixes, clitics and particles
while assuming that infixes are very rare in modern text documents.

(d) There is only one existing word stemmer [10] uses affixes removal rules to stem
standard affixation word with prefixes, suffixes, infixes, clitics and particles and do
have specific stemming rules to stem standard reduplication words while
assuming that confixes are the combination of prefixes and suffixes.

(e) There is only one existing word stemmer [7] able to stem various standard
reduplication words but do not has specific rules to stem affixation words.

It can be concluded that the existing word stemmers do not have specific word
stemming rules to stem slang affixation and reduplication words because previous
researchers focused on improving word stemmers to stem standard affixation words
from stemming errors. The promising word stemming approach is modified rules
application order (also known as rules frequency order) with background knowledge
[8] due to the flexibility to rearrange various word stemming rules in order to find the
best order of word stemming rules.

4 The Proposed Malay Word Stemmer

In general, the proposed word stemmer is aimed to stem standard and slang word
patterns on social media platform. The proposed word stemmer was developed using
Perl Programming v5.5 on MacBook Pro OS X El Capitan with 2.8 GHz Intel Core i7
processor and 8 GB 1600 MHz DDR3 memory. The stemming approach of the pro-
posed word stemming is the combination of dictionary-lookup and rule application
order based stemming rules with word normalization. The proposed word stemmer can
be described as the following pseudo codes:
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There are six important components in this proposed word stemmer. The first
component aims to accept the text document and tokenize words from special
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characters so that the original words are not lost once special characters are removed as
described in Table 2. It is important to properly tokenize these words before normal-
izing and then stemming these words as described by the following examples:

(a) without proper word tokenization e.g. k’jaan (original word) ! k jaan (without
tokenization) ! k ja (incorrect stemmed word)

(b) with proper word tokenization e.g. k’jaan (original word) ! kjaan (with tok-
enization) ! kerajaan (with normalization) ! raja (correct stemmed word)

The word normalization is crucial in order to stem the word correctly if the word
with special character is properly tokenized (e.g. k’jaan ! kjaan ! kerajaan! raja).
Otherwise, the word with special character will not be stemmed correctly (e.g. k’jaan
! k jaan ! k ja). The second component aims to check whether if there is a word to
be stemmed and if there is no word in the text document, the final output will be
generated. It is important to avoid the proposed word stemmer program to experience a
‘program is not responding’ mode if there is no more word in the text document to be
stemmed. The third component aims to differentiate standard root words from standard
derived words by using Standard Root Word Dictionary that consists of 299 word
entries so that only standard derived words will undergo word stemming process. It
also identifies and normalizes slang common words and slang root words into standard
common words and standard root words by using Slang Root Word Dictionary that
consists of 1,190 word entries. Thus, only derived words will be considered as input to
the fourth component and fifth component. These components are word stemming
process whereby the fourth component aims to stem derived word by using dictionary
lookup method and the fifth component aims to stem derived word by using affixes
removal method. The use of two different stemming methods is to reduce stemming
errors due to the complexity of addressing conflicting and multiple morphological rules
in Malay language. The word stemming challenge arises when very similar affixation
words are to be stemmed i.e., memilih (choosing), memikir (thinking) and meminum
(drinking). The potential for stemming errors are described by the following examples
in Table 3.

To address these stemming errors, the proposed word stemmer differentiates conflict-
ing morphological rules during affix matching selection and spelling variations and
exceptions by using rule-based affixes removal method and dictionary lookup method.

Table 2. Word pattern variations for Malay language on social media.

Original words Tokenized words

1. Email ▪ abc@email.com ! abc@email.com | not abc email com
2. Internet
address

▪ http://www.xyz.com/index.html ! http://www.xyz.com/index.html |
not http www xyz com index html

3. Twitter ▪ hashtag : #abcd ! #abcd | not abcd
▪ account : @xyz ! @xyz | not xyz

4. Root words ▪ M’sia ! Msia (shorthand for Malaysia) | not M sia
5. Affixation ▪ K’jaan ! Kjaan [shorthand for Kerajaan (Government) | not K jaan
6. Reduplication ▪ berwarna-warni ! berwarna-warni (colorful) | not berwarna warni
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Based on morphological study in Malay language, the combination of prefix (mem+) and
root word with first letter p to form affixation words (e.g. memilih) are more than combi-
nation of prefix (mem+) and root word with first letter f and combination of prefix (me+) and
root word with first letter m to form affixation words. Thus, affixes removal method will be
used to remove prefixes for combination of prefix (mem+) and root word with first letter
pwhile dictionary lookup method will be used to remove prefixes for combination of prefix
(mem+) and root word with first letter f and combination of prefix (me+) and root word with
first letterm. These conflicting and multiple morphological rules may lead to overstemming
or understemming errors if it is not addressed properly in the word stemming rules.
Therefore, the fourth component uses two different dictionaries to stem specific derived
words i.e. Standard Derivative Dictionary which consists of 2,065 word entries to stem
specific standard derived words and Slang Derivative Dictionary which consists of 3950
word entries to stem specific slang derived words. On other hand, the fifth component uses
two different affixes removal methods i.e. standard affixes removal rules which consists of
370 stemming rules to stem standard derived words and slang affixes removal rules which
consists of 56 stemming rules to stem slang derived words. Once derived words are
stemmed, if these stemmed words are slang root word, it will be normalized into standard
root word by using Slang Root Word Dictionary. Lastly, the sixth component aims to
generate the output of stemmed words.

5 Experimental Results and Discussion

In order to evaluate the proposed word stemmer, 3500 Facebook comments have been
extracted from Malaysiakini online news portal from 01 December 2015 until 30
December 2015. These Facebook comments consist of 42,560 word occurrences or

Table 3. Conflicting and multiple morphological rules in Malay language.

Scenario Malay morphological rules

1. memilih (choosing) ▪ Correct:
e.g. pilih by removing the prefix (mem+) and inserting the character p
▪ Incorrect:
e.g. filih by removing the prefix (mem+) and inserting the character f
e.g. milih by removing the prefix (me+) and inserting no character

2. memikir (thinking) ▪ Correct:
e.g. fikir by removing the prefix (mem+) and inserting the character f
▪ Incorrect:
e.g. pikir by removing the prefix (mem+) and inserting the character p
e.g. mikir by removing the prefix (me+) and inserting no characters

3. meminum (drinking) ▪ Correct:
e.g. minum by removing the prefix (me+) inserting no characters
▪ Incorrect:
e.g. finum by removing the prefix (mem+) and inserting the character f
e.g. pinum by removing the prefix (mem+) and inserting the character p
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7,345 unique words. These unique words were used as testing datasets to evaluate the
proposed word stemmer. There are two experiments were conducted with specific
conditions. The first experiment was to evaluate the proposed word stemmer with one
stemming feature i.e. to stem standard derived word only which is similar to the
existing word stemmers (Condition I). The second experiment was to evaluate the
proposed word stemmer with two stemming features i.e. to stem both standard and
slang derived words (Conditions I and II). The experimental results showed that the
proposed word stemmer with two stemming features (Conditions I and II) performs
better to stem standard and slang derived words against testing datasets as described in
Table 4.

After analyzing the experimental results from two different experiments, the
observation can be made as follows:

(a) Proposed word stemmer with one stemming feature (Condition I) is not able to
normalize slang abbreviation and slang root words into standard words as
described in Table 4. It also not able to stem slang affixation and reduplication
words due to there are no such word stemming rules to stem these words.

Table 4. Experimental results of the proposed word stemmer.

Experiment setup Stemming
accuracy

Stemming errors examples

Experiment I - Proposed word stemmer
with one stemming feature against
testing dataset (Condition I)

46.8 % ▪ Slang abbreviation (jgn, kpd,
dgn, pd)

▪ Slang root words (cume, kene,
mase)
▪ Slang affixation words
(berkate, berjln, jugakn,
sudahlaa, layannye)
▪ Slang reduplication words
(kata2nye, sepuas-puasnye,
seluas2nya)
▪ Other words (ngam, sat, lepak,
kantoi, cun, tibai, caya)

Experiment II - Proposed word stemmer
with two stemming features against
testing dataset (Conditions I and II)

78.3 % ▪ Slang abbreviation (dsai, spm,
pj, pm)

▪ Slang root words (takadak,
daegan, heran, mlam)
▪ Slang affixation words
(beromabak, pngatahuan,
memancut kan)
▪ Slang reduplication words
(berulak-alik, mentri-
menterinye)
▪ Other words (ngam, sat, lepak,
kantoi, cun, tibai, caya)
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(b) Proposed word stemmer with two stemming features (Conditions I and II) is able
to normalize slang abbreviation and slang root words into standard words and also
able stem slang affixation and reduplication words. However, there are stemming
errors produced due to insufficient entries in Slang Root Word Dictionary, Slang
Derivative Dictionary and insufficient rules in slang word stemming rules as
described in Table 4.

To further discuss on stemming errors in Experiment II, there are three main root
causes of these stemming errors i.e.

(a) Word normalization for slang abbreviation cannot be performed due to these
abbreviations are referring to the specific person (dsai – dato seri anwar ibrahim),
certificate (spm – sijil pelajaran malaysia), place (pj – petaling jaya) and position
(pm – perdana menteri).

(b) Word normalization for slang root words cannot be performed due to these words
are considered as misspelled words in colloquial speech communication such as
takadak (tiada), daegan (dengan), heran (hairan) and mlam (malam).

(c) Word stemming for slang affixation and reduplication words cannot be performed
due to the slang root words are misspelled words in colloquial speech commu-
nication such as beromabak (berombak), pngatahuan (pengetahuan), memancut
kan (memancutkan).

(d) Word normalization for other words cannot be performed due to these words are
other foreign colloquial speech communication such as ngam (Cantonese lan-
guage for good), sat (Kedah slang word for wait) and lepak (urban colloquial for
hang-out)

This study has shown promising results to further improve this proposed word
stemmer in order to stem slang affixation and reduplication words on social media. The
current limitation can be further improved by analyzing word pattern variations from
large social media data.

6 Conclusion

This paper describes the proposed word stemmer that addresses the word stemming
process for slang affixation and reduplication words on social media. However, there
are limitations of this proposed word stemmer in addressing word pattern variations on
social media as described in this paper. Our future work will focus on improving this
proposed word stemmer that includes a misspelled word checker and a dictionary of
popular colloquial speech communication used by Malaysian on social media in order
to further reduce stemming errors.
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Abstract. The sentimental analysis of Chinese microblog is a crucial
task for social network related applications, such as internet marketing,
public opinion monitoring, etc. This paper proposes a two-phase com-
puting model for microblog sentimental analysis, including topic clas-
sification for posts and topic sentimental analysis respectively. In the
first phase, the Latent Dirichlet Allocation(LDA) model is employed
into our model for topic classification. The topics of posts are scattered
into the microblogs, it has some uncertainty. The LDA model can clas-
sify the fuzzy topics. In the second phase, sentimental dictionary and
emotion knowledge are performed into our model for topic sentimen-
tal analysis. HowNet as the sentimental dictionary is used to the senti-
mental tendency analysis. The emotion knowledge mainly uses symbols
in microblog. Besides of sentimental knowledge, the sliding window for
sentimental analysis also introduced into the model as the modification
at the sentence level. The experimental results show that this method
achieves good performance.

Keywords: Sentimental analysis · Knowledge base · LDA model ·
Sliding window

1 Introduction

Microblog is a kind of social network, it is popular in our daily lives. The users
post the short messages within 140 words. These posts record their lives, share
their feelings and express their opinions. Those user’s friends can immediately see
these message, they can also forward, reply and make comments [7]. Sentimental
analysis is an effective method for understanding these posts, it can mine users’
viewpoints, emotional trends. However microblog is different from free text. The
topics of its posts aren’t always focus on fixed topics. Their lengthes of posts
are short. Thus these posts have some characters [2]. Firstly the words of posts
aren’t standard, such as omitting subject-predicate or hidden topics. Secondly,
the topics of posts are staggered for a continued period of time. It cannot clearly
separate these posts as independent topics. Thirdly, the microblog language is
c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 401–408, 2016.
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colloquial and also contains some emotions, pictures and links. New language
form of microblog leads to these differences, some text mining methods cannot
be completely applied into these fields.

2 Related Work

Sentimental analysis extracts the users’ emotion, viewpoint and tendency from
their posts [4]. Early studies mainly focus on the formal texts, such as com-
mercial products, film reviews. These texts contain full syntax and semantic
information. The natural processing technologies can be easily performed and
acquire good performances. With the rise of social networks, short messages
produced by microblog increase rapidly. Aim to these short messages, senti-
mental analysis also combines machine learning methods and knowledge base
[1]. Machine learning methods include Support Vector Machine (SVM), Maxi-
mum Expectation(ME), it views the sentimental analysis task as classification
problem. Knowledge base mainly uses some sentimental dictionaries [9]. The sen-
timental words are divided into positive and negative emotional words. These
polar words have important effect for the result of sentence analysis.

Due to the sparseness and divergence of topic semantics, the relations and
references in the posts are not clear, they maybe hide in the topics [10]. And tra-
ditional emotional dictionary cannot satisfy the microblog analysis. So building
more rich emotional dictionary will make sentiment analysis efficient.

3 Method

We propose two phase model for sentimental analysis of microblog. The first
phase is topic classification by LDA model in Sect. 3.1. In the second phase, a
kind of knowledge base, the extent sentimental knowledge from HowNet, is intro-
duced into our model for sentimental analysis as Sect. 3.2. And then language
processing method called as sliding window is used to improve the performance
which is arranged in Sect. 3.3.

3.1 LDA Model for Topic Classification

The LDA is a kind of probability model which is generated by a document.
It supposes that a document consists of some topics, and every topic consists
of some words. It easily represents the document by its words with probabil-
ity distribution. LDA model is suitable for the recognition of hidden topics in
document [6].

LDA has three levels including document, topic and word levels. The doc-
uments set is represented as D={d1, d2, ..., dn} and word set as V ={w1, w2,
..., wn}, topic set as T={t1, t2, ..., tn}. The probability distribution of topics
in document follows θd={θ1, θ2, ..., θn}, and probability distribution of words
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in topic follows φt={φ1, φ2, ..., φn}. And α is the probability of topic p(t|d), and
β is the probability of word p(w|z). LDA model as Eq. 1.

p(w|d) =
∑

t=1

p(w|t) · p(t|d). (1)

For document d, its words as wd1,wd2,...,wdn, their probability as following
Eq. 2

p(wd1, wd2, ..., wdn)

=
dn∏
i=1

D∑
z=1

p(wi|z)p(z|d)
. (2)

Two parameters should be estimated, such as θ and φ, Gibbs sampling
method is adopted into our model. The generating process for a document is
following process.

1© Get the word distribution φ according to φ ∼ Dir(β) by dirichlet distrib-
ution;
2© Get the topic distribution θ according to θ ∼ Dir(α) by dirichlet distrib-
ution;
3© Get the word number V according to distribution Possion(ξ);
4© Exact a topic z from every document which follows distribution θ;
5© Exact a word w and compute its possibility from topic z;
6©Repeat 4©- 5© until all of the words are extracted.

3.2 Sentimental Dictionary Construction

Emotional word is one of the most important feature of sentimental analysis
[8]. It generally refers to the subjective tendency and with positive and negative
emotions. For example, there are a lot of words like “good”, “happiness”, “love”,
which have the strong emotional inclination, and some words like “sad”, “hate”,
and “disgust” which are significantly negative. Constructing the emotional word
dictionary is helpful for further sentimental analysis.

Sentimental Computing by HowNet. HowNet is a kind of reticular knowl-
edge system by Chinese and English vocabulary. Its basic unit is sememe which
cannot be separated and represents the smallest lexical semantics. Every word
can be expressed by some HowNet sememe of concepts. It also provides Chinese
sentimental word table [5]. But it doesn’t include some network catch words and
emotional signals, such as “ (handsome burst)” informal word and emotion
in dictionary. In order to improve the performance of sentimental analysis, some
social network catch words and signals should be added into the word table.
The semantic similarity between words can be computed by its sememes, the
distance between two sememes pi and pj is as Eq. 3.

Simp(pi, pj) =
α

d + α
. (3)
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where d is the distance in HowNet hierarchy. For two words s1 , s2, they have t
sememes, p1, p2,...,pt, their similarity as Eq. 4.

Sims(S1, S2) =
1

t1t2

t1∑

i=1

t2∑

j=1

1
2(t1−j+1)+(t2−i+1)

sim(p1i, p2j). (4)

For word w1, it is composed of m sememes S1
1 , S1

2 , ..., S1
m; and there are n

sememes S2
1 , S2

2 , ..., S2
n for word w2. Their semantic similarity is the computed

by Eq. 5.
Simw(w1, w2) = max

i,j
Sim(S1

i , S2
j ). (5)

The sentimental tendency of word is similarity comparison between bench-
mark word and target word. The benchmark words come from dictionary which
is composed of positive and negative seed words. These benchmark words are
ranked by descend order.

Suppose positive seed word set as P , negative seed word set as N in bench-
mark words, for a target word w, its similarity can be computed by Eq. 6.

o(w) =
1
K

K∑

k=1

sim(w,Pk) − 1
L

L∑

l=1

sim(w,Nl). (6)

where K, L are the numbers of P and N respectively. If o (w) > 0, the target
word w is positive, or negative.

SO-PMI Based Sentimental Computing. HowNet is constructed by manual
work, their pathes among sememes are subjective, it will lead to the inaccurate
of sentimental calculation. In order to improve the accuracy of the algorithm,
by setting a threshold, HowNet similarity results are compared with the thresh-
old, thus the algorithm called SO-PMI(semantic orientation-pointwise mutual
information) is introduced into this task as Eq. 7 and PMI as Eq. 8.

SO − PMI (word)
=

∑
p∈P

PMI(w, p) − ∑
n∈N

PMI(w, n) . (7)

PMI(w1, w2) = log[
P (w1&w2)

P (w1)P (w2)
]. (8)

where p is the positive seed word, and n is negative seed word, w is the target
word. P (w1) and P (w2) is the possibility of word w1 and w2 by independent way
in the corpus, P (w1&w2) is the co-occurrence of them. This method depends
on the scale of corpus, thus the HITS value of Google is used to smooth the
possibility of w.
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3.3 Sentence Sentimental Computing Base on Sliding Window

For the text of posts, the written language uses informal sentences. The syntax
and parse tools cannot be directly performed into sentence analysis. Especial
for complex sentences, there are some words which are crucial for judging the
sentimental polarity. They can transfer their emotions from positive to negative,
as Table 1.

Table 1. Example of sentence sentimental polarity

The emotion words sometimes show the obvious sentimental tendency. But
we cannot simply judge by these positive and negative emotion words. A sliding
window scoring algorithm is adopted into the sentence sentimental classification,
as Eq. 9

Score(sentiment) =
∑

(sen(word) × H ×
l∏

i=1

ti). (9)

where ti is the coefficient of adverb, H is the negative coefficient for negative
word every time. It sets a fixed window length. The algorithm slides its cursor
from left to right word by word, some negative adverb, degree adverb and turn
words are considered to adjust the scores.

4 Experimental Results

4.1 Data and Measures

We grabbed 4000 posts of the social network data by API tools which are pro-
vided by sina weibo, their domains including life, entertainment and news in
2015. These posts are preprocessed, including removing repetition and meaning-
less items, or some URL links and formatting symbols. Finally 3261 posts are
manual tagged, as Table 2 shows.

These preprocessed posts are tagged by word segmentation and part-of-
speech tool. Their sentimental results are measured by precision, recall, F-score
and coverage. Their calculation formula as follow, The precision is the ratio
between total posts and correct tagged posts, as Eq. 10 and the recall is the
correct tagged posts in manual tagged posts, as Eq. 11.

Precision =
Ncorrect

Ntotal
× 100%. (10)
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Table 2. Manual tagged results

Domain Classifier number Total number

Positive Neutral Negative

Life 598 241 139 978

Entertainment 475 306 364 1145

News 313 344 481 1138

Recall =
Ncorrect

Nmanual
× 100%. (11)

Their related F-score measure as Eq. 12.

F1 =
precision × recall

precision + recall
× 2. (12)

.

4.2 Results

We firstly classify the topics by LDA model, then compute their sentimental
results by dictionary and sliding window method.

Parameter Setting. The manual tagged data is used to train the LDA model.
The Kullback–Leibler(KL) divergence is used to measure the distance among
topics. The topic number |T | has influence for the KL-divergence, when |T |=6,
the LDA model is most effective in our experiment, thus this value is used into
out model.

Comparison Experiments. Two groups of contrast experiments are designed
to verify the performance of our proposed method. The first group experiments
are designed to check new constructed emotion dictionary. The combination of
dictionary and LDA model is investigated by the second group of experiments.

Extended Sentimental Dictionary Results. The first comparison exper-
iments are designed for HowNet based sentimental dictionary. The results as
below Table 3 showed.

From the Table 3, we know that the dictionary combined sliding window
method is more effective in precision, recall and F-score than HowNet method,
especial for the negative posts.

The main reasons as follow. Firstly, our constructed dictionary collects more
emotional words than HowNet itself, especially network emotional words. It facil-
itates the promotion of performance. Secondly, HowNet dictionary only contains
the official words, our dictionary contains a large number of symbols that are
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Table 3. General results on Precision, Recall and F-score

Precision Recall F-score

Extend HowNet Extend HowNet Extend HowNet

Positive 69.24% 65.37 % 63.65 % 58.34 % 66.33% 61.66%

Neutral 60.67 % 55.59 % 55.47% 49.28% 57.95% 52.25%

Negative 68.34% 61.68 % 61.93% 53.33% 64.98% 57.20%

Average 66.08% 60.88 % 60.35% 53.65% - -

used for the emotion expression. These signals are wildly used in social network.
They are also a kind of important part of microblog language. In fact, Microblog
has its own signal emotion library. These emotion signals express the positive
or negative feelings. We use 67 emotion icons to support our model. Thirdly,
our model adopts the sliding window method, it has advantage on the negative
recognition than usual way which only concerns the number of negative words.
Thus its determination on negative emotions are more accurate.

LDA and SVM Model Comparison. The second comparison experiment is
between SVM-based method [3] and our LDA-based method. The SVM model
uses frequent words as the input vector to cluster the topics and train the clas-
sifier. The experimental results as Table 4.

Table 4. General comparison between SVM and LDA model

Precision Recall F-score Coverage

LDA SVM LDA SVM LDA SVM LDA SVM

T1 71.16% 66.24% 68.77% 63.94% 69.94% 65.07% 86.65% 80.82%

T2 74.24% 68.43% 70.54% 64.13% 72.34% 66.21% 87.06% 81.22%

T3 73.05% 67.83% 69.75% 62.34% 71.36% 64.97% 86.96% 79.63%

T4 69.47% 64.63% 64.41% 57.06% 66.84% 60.61% 80.42% 75.85%

T5 70.56% 65.14% 67.58% 59.38% 69.04% 62.13% 81.48% 76.48%

T6 68.96% 63.95% 63.58% 57.14% 66.16% 60.35% 79.84% 74.55%

From the Table 4, we know that the LDA model is better than SVM model in
some measures, such as precision, recall, F-score and coverage. The LDA model
is more superior than SVM model in identifying the hidden topics. Its advantages
as following.

Firstly, microblog posts have more fragments and irregular expressions. It
will lead to the higher dimensions of vector. The LDA model is more effectively
in reducing the dimensions than SVM model. Secondly, SVM model heavily
depends on the training samples. It needs large scales of samples to achieve
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good performance while LDA model can use less samples to acquire good results.
Thirdly, SVM model doesn’t work well on multiple classification problem. It is
also difficult to combine the dictionary and sliding window.

5 Conclusion

This paper proposes the sentimental analysis for microblog. The LDA model is
used to solve the problem of social network. It can effectively reduce the dimen-
sion and recognize the hidden topics to achieve topic clustering. The extend
dictionary ensures the coverage of emotion expression including words and sig-
nals. The sliding window method can flexibly compute the sentence sentimental
tendency. Future work will focus on the new feature learning and improve the
LDA model.
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Abstract. In complex network analysis, the local community detection prob-
lem is getting more and more attention. Because of the difficulty to get complete
information of the network, such as the World Wide Web, the local community
detection has been proposed by researcher. That is, we can detect a community
from a certain source vertex with limited knowledge of an entire graph. The
previous methods of local community detection now are more or less inadequate
in some places. In this paper, We propose a method called W, which assumes
that a “good” community is covered with a “bridge” to other communities, and
through these “bridges” the community should have little overlap with the
community to be found. The results of experiments show that whether in
computer-generated random graph or in the real networks, our method can
effectively solve the problem of the local community detection.

Keywords: Social network analysis � Local community detection � Bridge �
Strange degree

1 Introduction

Community structure is a good way for researchers to analyze complex network, such
as Social Networks [1], the Internet [2], the World Wide Web [3], the Paper Cited
Network [4, 5] and Biological Networks [6]. These complex networks can be seen as
graphs consisting of n vertices which are the entity of the network, and m edges which
refer to the relationship between the vertices. The problems of community detection are
according some limitations and information to find communities from these graphs. For
example, people who have similar interests in daily life belong to one community.
Then, community detection is to find these people.

The problem of finding communities in social networks has been studied for dec-
ades [14]. There are many approaches have been proposed to solve this problem [16].
For example, methods of global community detection based on global data such as
graph partitioning [7], hierarchical clustering [8], partition clustering [9], spectral
clustering [10]. However, most of those approaches require knowledge of the entire
graph structure. This constraint is problematic for networks which are either too large
or too dynamic to know completely, e.g. the WWW. [14] It may results in too much
time complexity, due to traverse the entire graph. In some cases, we may not get
complete information of the graph, just can get local information, or we just want to
know some local information and the global community detection is not available.

© Springer International Publishing Switzerland 2016
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To solve these problems, local community detection has been proposed and only need
to know information of partial vertices, such as these algorithms [12–15]. In the case of
only local information is given, these methods can effectively solve the problem of
local community detection. However, these methods also have some problems, more or
less. For example, R-method [12] requires a pre-defined parameter K which is difficult
to be got and changes with the different sizes of the communities. The restrictions of L
method [14] are too strict to get a complete community.

In this paper, we present a new method called W, which assumes that a “good”
community is covered with a “bridge” to other communities, and through these
“bridges” the community should have little overlap with the community to be found.
Based on some real network, we have done some experiments to compare the algorithm
we proposed with algorithms proposed above. The results show that the algorithm we
proposed is effective.

2 Our Algorithm

In order to facilitate the discussion later on the local community discovery algorithm
described in general will be involved in some of the concepts do a brief introduction as
well as the symbol of the relationship between these concepts can be found in Fig. 1.
The community member of the starting node set is labeled by D. Set D and B C can be
divided into two disjoint subsets. Community core members, is represented by C. Each
node in the C satisfies the following CðuÞ�D: where CðuÞ represents the Add v0 node
set of the node u. Community boundary member collection is labeled by B. Each node
in the B has at least one of the adjacent domain nodes that are not within the collection
D. Community adjacent node set is labeled by using S. Each node in the S does not
belong to the D but has at least one of the adjacent domain nodes in the D. Unknown
node set is labeled by using U, which is shown as Fig. 1.

Most of local community detection algorithm based on the community internal
edge number and outside the community of the two indicators, average internal edge of
larger number of usually indicates that the internal connection is denser and community
structure is more significant. However, the larger number of external edges of the
community is sometimes just because the current D collection has not yet captured the

Fig. 1. Each subset of local community
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core of the community, which is particularly evident at the start node is located at the
edge of the community. It is sometimes not accurate to use the external side of the
evaluation of local communities.

By observing the community structure, we can think that when the community
structure of D is obvious, the nodes in S set and the edge of D nodes are the “bridge”,
that is, the intersection of v0 and D and Cðv0Þ in S is very small. If it is a social network
that represents the relationship between friends, then v0’s friends are often unfamiliar
with the D and S. We define a new concept for the node in the s, as shown in the
formula 1:

sðvÞ ¼ jCðvÞ \Uj
dv

ð1Þ

Where dv is the degree of the node v. CðvÞ is the V of the adjacent domain of the
node. Based on this, 1� sðvÞ also indicates the degree of familiarity of node v. For a
“good” community, we believe that the average number of internal edges should be
larger, while the average of the nodes in the S should be small, the evaluation function
W expressed the idea, which is defined as the formula 2.

W ¼ 1
2

� Win

Wfam
ð2Þ

Where Win represents the average internal number of nodes D, as shown in
formula 3:

Win ¼
P

u2D jCðuÞ \Dj
jDj ð3Þ

The average familiarity of each node in Wfam is defined as the formula 4:

Wfam ¼
P

v2S 1� sðvÞ
jSj ð4Þ

The time complexity of the algorithm is Oðk2dþ kjSjdÞ, where k is the average size
of the local community. d is the average degree of nodes in the graph. jSj is the average
size of S set.

According to above discussion and analysis, our algorithm is as following Fig. 2.

3 Experiments and Discussion

In our experiments, we compare the results of different methods(R, M, L, G). We
perform experiments with three datasets—a computer-generated graph and one
real-world networks (the NCAA Football network).
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3.1 Computer-Generated Graphs

First, we apply these algorithms to a set of computer-generated random graphs that
have known community structure [11]. The graph consists of 128 vertices which are

Fig. 2. Our algorithm
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divided into 4 sets, and the degree of each vertex is 16. The number of edges in the sets
is more than that between the sets, and assuming that every vertex has neighbors in the
same sets a neighbor in the other sets.

In the computer-generated graphs, there are 32 vertices in each set of vertices, so
we let the pre-defined k = 32, i.e. the algorithms add only 32 vertices into community
C from start vertex or the quality metric is no longer increase. Then we compute the
value of precision, recall and F-score about C. We use each vertex (128 vertices) as the
start vertex to detect community, and then compute the average value of precision,
recall and score. This experiment uses the LFR generation scheme, where the
parameters are fixed to 10. Running results are shown in Figs. 3 and 4.

3.2 The NCAA Football Network

The dataset is collected from the competition schedule of 2006 NCAA Football Bowl
Subdivision (formerly Division 1-A). There are 179 vertices (the lack of an outlier may
be because the data changes) and 787 edges, the exist edge of each pair of vertices
means there is a game between these two teams. In the network, there are 115

Fig. 3. Performance of community extraction algorithm in GN network
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universities divided into 11 conferences, there are more games between the two teams
which are in a same conference. In addition, there are four independent schools, as well
as the other vertices are not belong to any conferences, as we called them ‘outliers’. In
our experiments, we let every vertex which is belong to a conference (there are 179
−60 = 119 vertices) as the start vertex to detect the local community, and then compute
the average value of precision, recall and F-score.

In the Table 1, we can obviously found that our method W is greater than the other
methodwith the value of score, and it only slightly lower than themethod Lwith the value of
precision and the method M with the value of recall. However, the performance of the W
method is very stable, unlike other algorithms in different data sets often performance
differences, which makes our algorithm more suitable for use in engineering.

Fig. 4. Performance of community extraction algorithm on LFR data sets

Table 1. Comparison with R, M, L algorithms based on NCAA Football Network

Algorithm Precision Recall F-score

R 0.64 0.75 0.68
M 0.49 1.0 0.63
L 0.97 0.81 0.81
W 0.92 0.98 0.93
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4 Conclusion

In this paper, We propose a method called W, which assumes that a “good” community
is covered with a “bridge” to other communities, and through these “bridges” the
community should have little overlap with the community to be found. We introduce
the concept of familiarity and familiarity with the nodes in S. We believe that the
average number of edges within the community, and the average number of nodes in
the S collection are higher, the community is better. The results of experiments show
that whether in computer-generated random graph or in the real networks, our method
can effectively solve the problem of the local community detection. The performance of
the W method is very stable, unlike other algorithms in different data sets often per-
formance differences, which makes our algorithm more suitable for use in engineering.
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Abstract. Measurement of the data transfer considered as often task when
regular transfer over long distant network of large volume data is required. The
data transfer over network depends on many conditions and parameters. Quite
often measurements have to be repeated several times. The paper describes
procedure how to implement appropriate measurements to store automatically
all the parameters and messages during the data transfer. The saved history
tracking permits to do detailed comparison of measurement results.

Keywords: Big data � Linux � Data transfer � Measurement � Internet

1 The Introduction

The large volume data is tightly connected to the big data [1]. The term “big data” have
many aspects: store, analysis, transferring over data link, visualization, etc. In this
paper authors are concentrating on procedure how to track data transfer. In some
context the paper can be considered as part of research in SDN approach to the data
transfer [2].

While performing a large data transfer many unexpected events may occur: data
transfer rate could change, interruptions could appear, and further more. Usual desire in
big data transfer over long distant network (Internet) is to increase the data transfer
speed, increase the reliability, and so on. In order to achieve such a result, several quite
reliable data transfer utilities [3] in Linux exist. However each specific case of data
transfer might require specific parameter values, specific data transfer programs to
achieve required results.

There are methods to decrease the time to transfer the data over network by com-
pression the data just before transfer and uncompression immediately after. Such the
approach requires additional assumptions: you have enough computing power to do
compression and uncompression “on the fly” and you have precise knowledge that data
might be compressed by significant factor. In reality many types of files are already
heavily compressed and any attempts to compress them more will be resulted only in
spending CPU time but no data volume decreasing. Anyway careful concrete analysis of
balance between CPU time consumption and possible decrease data transfer time is very
useful. Anyway to compare different data transfer possibilities it is very important to do
many measurements and save all the detailed information about each measurement.
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2 Related Work

Different data transfer tools have different features and impact for the transfer e.g., total
volume size, data type, files sizes, and etc. Popular Linux tools are discussed below in
Sect. 3. Authors [4, 5] provided interesting information in big scale data transfer in
general: WAN data links architecture and capacity, data transfer monitoring, protocols,
reliability, analysis, discussions, etc. At the same time a little information how to
carefully compare their results with data transfer performed in another time. In most
cases authors just show results to illustrate their ideas but not intended to compare with
other concrete data transfer results, for example, [6].

3 Popular Programs for Data Transfer

The number of data transfer programs is huge, may be thousands. Several most popular
free of charge tools in Linux is planned to be discussed here.

openssh family [6–8] — well known data transfer utilities deliver strong authen-
tication and a number of data encryption algorithms. Data compression before
encryption to reduce the data volume to be transferred is possible as well. There are two
openSSH flavors: patched SSH version [8] which can use increased size of buffers and
SSH with Globus GSI authentication. No parallel data transfer streams.

bbcp [9] — utility for bulk data transfer. It is assumed that bbcp has been installed
on both sides, i.e. transmitter, as client, and receiver as server. Utility bbcp has many
features including the setting: TCP Window size, multi-stream transfer, I/O buffer size,
resuming failed data transfer, authentication with ssh, other options dealing with many
practical details.

bbftp [10] — utility for bulk data transfer. It implements its own transfer protocol,
which is optimized for large files (significantly larger than 2 GB) and secure as it does
not read the password in a file and encrypts the connection information. bbftp main
features are: SSH and Grid Certificate authentication modules, multi-stream transfer,
ability to tune I/O buffer size, restart failed data transfer, other useful practical features.

fdt [11]— Java based utility used for efficient data transfer. Since is written in Java,
theoretically it can be executed in any platform. It can run as a SCP or client/server
applications. Also, it’s an asynchronous, flexible multithreaded system and is using the
capabilities of Java NIO library. Features such as: support I/O buffer size tuning, restore
files from buffers asynchronously, resume a file transfer session without any loss and
when is necessary, and streams dataset continuously by using a managed pool of
buffers through one or more TCP sockets.

gridFTP [12] is advanced transfer utility for globus security infrastructure
(GSI) environment. The utility has many features: two security flavors: Globus GSI and
SSH, the file with host aliases: each next data transfer stream will use next host aliases
(useful for computer cluster), multi-stream transfer, ability to tune I/O buffer size,
restart failed data transfer; other useful practical features.

Mentioned utilities are quite effective for data transfer from point of view of data
link capacity usage.
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More sophisticated tool FTS3 [13] is advanced tool for data transfer of large
volume of the data over the network. FTS3 uses utility gridFTP to perform data
transfer. In this tool in addition to useful data transfer features mentioned above there
are a number of others: good data transfer history tracking (log), ability to use http,
restful, CLI interfaces to control the process of the data transfer, get the information
about data transfer status and more.

Each mentioned tool has specific features. It is not possible to tell which tool is
most effective in concrete task of big data transfer before testing.

4 Measurement Procedures

4.1 Basic Requirements for Measurement

At first, the important measurement requirement is option to reproduce earlier obtained
test results (so called history tracking data). In other words there is need to guarantee
that concrete measurement can be repeated later on with exactly same parameters. Also
for series of test runs is possible to compare different data transfer programs or
equipment.

At second, one would need to remember that the measurement VM are running in
Openstack cloud infrastructure. Among other things it is useful to remember that such
parameters like TCP window must be set in VM and in host machine as well.
Otherwise the changing parameters just in VM does not affect data transfer at all. A lot
of advanced recommendations available elsewhere, for example, in [3] are describing
cases where any Linux kernel parameters can be changed at any time. Such the reasons
might prevent the achievement the maximum data transfer speed when you have no
ability to change parameters in directory/proc (the root credentials are required) on host
machines. Such the consideration might be applied to any cloud environment. Indeed
no reason to expect that data transfer from one cloud environment to other cloud
environment would be performed in most effective manner from the transfer speed
point of view.

Each measurement run needs the measurement tracking: to write all the conditions
during measurement. For example, start time, end time, all messages generated by the
data transfer utility, system data. System data are quite important: used hardware (CPU,
motherboard, network card, etc.), the values in directory/proc - about ½ thousand
parameters might affect the data transfer over network, the kernel version, the list and
versions of all Linux packages, etc. There is Linux sosreport [14] to do above job.
Sosreport is a command in Linux flavor RHEL/CentOS which collects system con-
figuration and diagnostic information of your Linux box like running kernel version,
loaded modules, services and system configuration files. This command will normally
complete within a few minutes. Once completed, sosreport will generate a compressed
a file under/tmp folder. Different versions use different compression schemes (gz, bz2,
or xz). The size of generated file might be around several MB.

Also important to save logs of CPU usage, swap usage, and other parameters during
the data transfer for history tracking.
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Another issue the state of the data link which is also needs to be watched and
history saved during the transfer. Among useful tools to watch the state of the data link
is probably most interesting pefrsonar. Perfsonar (cite from [15]) “provides a uniform
interface that allows for the scheduling of measurements, storage of data in uniform
formats, and scalable methods to retrieve data and generate visualizations. This
extensible system can be modified to support new metrics, and there are endless
possibilities for data presentation”. There is whole network of deployed perfsonar
servers (many perfsonar installations) in many distributed hosts which are interested for
some communities. When the community members transfer the data each other the
perfsonar network is used to find out data transfer bottleneck. Most of deployed
perfsonar are dedicated to monitor high speed networks 10 and 100 Gbit. On less
powerful data lines the desire to use perfsonar in quite intensive way might be stressful
for data link capacity. The perfsonar is just tool to observe data links, but it can’t
replace own understanding what is going on in the data link.

All tracking data have to be written in special log directory. Presumably, this log
directory needs to be saved for long time: often - years. Obviously the writing of all
conditions must be done with special script or program to store all test conditions
automatically.

4.2 Testbed and Tracking Data Architecture

It is used testbed developed for research in Software Defined Network in the Network
Laboratory [16]. Usually for each measurement run we prepared two Virtual Machines
(VM) in framework of Openstack.org. One VM was data transmitter and another one
VM was used as receiver.

Each start of any measurement script is creating special log directory which has the
name in form copydata<utility_name><host-where-utility-started><host-where-to-
transfer><date-time>. The directory contains following files:

• result of command sosreport;
• output of command ping <to remote host>;
• result of traceroute <to remote host>;
• all messages of tested utility generated during measurement;
• any comments to the current measurement;
• special abstract for the test measurement consisting of following lines:

– total volume of data transfer;
– number of files;
– the directory name where files to be transferred are;
– average of file size;
– standard deviation of file size;
– transmitter VM hostname;
– receiver VM hostname.

Such the detailed logs permit to find out what was going on in the measurement
even any time in future. Example for the log directory is shown in Fig. 1.
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Also a range of scripts were used to produce graphics results of the measurements.
Most of required scripts have been developed and available in https://github.com/itmo-
infocom/BigData.

5 Conclusion

Authors developed the procedure to do measurements of data transfer speed and the set
of scripts to store all tracking information. Specific feature of the procedure is ability to
store all values in defined format. Detailed tracking information gives ability to
compare the results of measurements which have been performed in different days and
environments.
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Abstract. Many approaches have been proposed aiming to reduce the cost of
join operations. Such join operations represent the key factor of the inquiry
process to retrieve related information from different data tables in large rela-
tional databases. Yet, there is still a need for more intelligent query optimizing
approaches to reduce the response time of query execution. This paper proposes
an approach for reaching optimal query access plans for complex relational
database queries including a set of join operations. The proposed approach is
based on ant colony optimization technique to benefit from its ability of parallel
search over several constructive computational threads which aims to reach an
optimal query access plan. A comparative study shows the added value of the
proposed approach.

Keywords: Query optimization � Ant colony � Logical optimizer � Query
access plan

1 Introduction

Commonly, query optimizer represents a very important part of almost any database
management system (DBMS). It is responsible for examining and assessing different
alternatives of query access plans (QAPs) for a given query statement in order to
choose the most efficient one [4]. The main objective of this work is to propose an
efficient ant colony-based approach aiming to reach an optimal access plan of any given
complex query for relational databases. The proposed approach concentrates mainly on
the logical optimization phase. The results of the published models are not sufficiently
available, but for the sake of comparisons, the results of our enhanced model have been
compared with that generated by SQL Server 2012. Generally, ant colony optimization
ACO represents one of widely applied evolutionary computing approaches in many
domains [3]. Commonly, ACO is a class of optimization algorithms whose first
member is called Ant System proposed by Colorni, Dorigo and Maniezzo [3]. The
main underlying idea of such algorithms is loosely inspired by the behavior of real ants
in simultaneous search. Such behavior represents a parallel search over several con-
structive computational threads based on local problem data and on a dynamic memory
structure containing information on the quality of previously obtained result. Com-
monly, ACO algorithm has good potential for problem solving and recently has
attracted great attention specifically for solving NP-Hard set of problems, [11]. One of
the earliest best works for solving the traveler sales man problem (TSP) uses the Ant
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Colony System (ACS) which has the same architecture of Query Access Plan problem
in both layout and objectives [5]. The authors of [7] applied ACS algorithm for solving
TSP and claim that the ACS outperforms other nature-inspired algorithms such as
simulated annealing and evolutionary computation.

The rest of this paper is organized as follows: Sect. 2 explains the optimization
process. The query access plan problem is given in Sect. 3. Section 4 presents the
proposed cost model. A discussion of the proposed approach for getting the optimal
query access plan is given in Sect. 5. Section 6 illustrates the experimental results. The
conclusion is given in Sect. 7. Finally, Sect. 8 presents the future work.

2 Optimization Process

Generally speaking, the selection of an optimal query access plan represents the main
objective of the query logical optimizer. Such objective is achieved via a set of con-
sequent steps. Firstly, it generates a set of candidate query access plans represented as
join trees or query graphs. In each join tree, each relation is represented by a leaf node
and each join operation is represented by an inner node [2]. Consequently, the logical
optimizer starts evaluating each candidate query access plan respecting the total cost of
the involved join operations. On the other hand, the physical optimizer focuses on
reaching an optimal procedure to process join operations of the optimal query access
tree [8]. The criterion of physical optimization is the input-output processing cost [1].

3 Query Access Plan Selection Problem

Commonly, the join operation between two relations is one of the most time consuming
algebraic operations [6]. In consequent, the cost of complex query statements are
affected mainly by the processing cost of the involved join operations. Such cost
depends mainly on the execution sequence of the join operations between the involved
relations in the given query statement which is called the query access plan (QAP).
Therefore, selecting an optimal QAP is a combinatorial problem where the search space
contains all candidate QAPs. Usually, each QAP is represented by a graph structure
that can be mapped into a binary tree. So, the search space of the query optimization
process includes a set of binary trees representing the candidate QAPs [6].

Recently, many previous works are concerned with algorithms of obtaining an
optimal access plan of a complex query. Those algorithms are classified into four
different groups: (a) Deterministic Algorithms, Every algorithm in this class builds a
solution, systematically, in a deterministic way, either by applying a heuristic or by
exhaustive search [12], (b) Randomized Algorithms, which aim to find the state of the
solution that give the globally minimum cost. [13] (such as Iterative Improvement
Algorithm [15], Simulated Annealing Algorithm (SA) [16], Two-Phase Optimization
(2PO) [14], Toured Simulated Annealing [17], and Random Sampling [18]),
(c) Genetic Algorithms, which imitate the biological evolution by using a randomized
search strategy, while looking for good problem solutions. It starts basically with a
random population and generates offspring by random crossover and mutation.
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The members that survive the subsequent selection are considered the “fittest” ones,
and the next generation relies on them. And the algorithm reaches its end when there is
no further improvement and the solution is represented by the fittest member of the last
population [12], and (d) Hybrid Algorithms, which combine the strategies of pure
deterministic and pure randomized algorithms: solutions obtained by deterministic
algorithms are used as starting points for randomized algorithms or as initial population
members for genetic algorithms [6, 9].

In literature, reaching an optimal QAP requires achieving two consecutive opera-
tions. The first operation is concerned with constructing the QAPs search space
including a set of binary trees. Each binary tree is equivalent to a candidate QAP
derived from the complete query graph of the relations involved in the query statement.
Rationally, the complexity of a query statement is proportional to the cardinality of its
search space. Commonly, the cardinality of the search space of a query statement with
n involved relations is (n-1)! [9]. Almost, left-deep tree structure is used to represent
QAPs in the search space. It consists of different levels of internal nodes. The lowest
level of those internal nodes is derived by joining any chosen couple of base relations.
On the other hand, any other internal node is derived by joining two nodes, the right
node is one of the base relations and the left one is the just lower internal node in the
query tree [9]. Consequently, the second operation is concerned with evaluating each
candidate QAP according to a specific cost function in order to select a QAP with the
lowest cost.

4 The Cost Model of the Proposed Approach

Generally, to formulate a cost model for a QAP, we have to identify firstly the factors
that affect the cost of a query. Those factors include: (a) The number of base relations,
(b) the equivalent join tree, (c) the expected cardinality of each involved relation, and
(d) the expected occurrence for each distinct value of the involved relations’ attributes
[2]. Some of these factors are known a priori such as the number of involved relations
and the structure of the join tree. In contrary, other factors are not known before
processing such as the expected cardinality of each relation [10], and the expected
occurrence frequency for each distinct value of each attribute. Commonly, the expected
cardinality, number of tuples, of each leaf relation lies between the expected lower and
upper bounds of that relation cardinality. For simplicity, the average of lower and upper
bounds for each relation is taken as its expected cardinality. If the relation is an
intermediate node, the cardinality of this relation generated out of the join operation
may depend on the number of distinct values for each joining attribute that belongs to
both of the two intersected relations. Actually, the number of distinct values of each
attribute is not explicitly given. So, to estimate the number of distinct values, a
probability distribution for the distinct values of each attribute may be used. The
probability of each distinct value for a specific attribute depends on the occurrence
frequency of this attribute. Suppose that, a specific attribute has N distinct values and
the distribution of the distinct attribute values is a uniform one. Consequently, the
probability of the occurrence of any distinct value of this attribute equals (1/N).
Generally, the proposed cost model is based on both of the expected occurrence of each
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distinct attribute value which has been assumed as a uniform distribution and the
number of tuples of the intermediate relations. Commonly, the cost of join operations
involved in a complex query having m relations can be estimated as follows.

Assuming that ti represents an inner node in the join tree for each i in [1, m-1]
where m represents the involved number of relations in the join tree. Accordingly, the
cost equation of any join tree equivalent to one of candidate QAPj is given by Eq. (1):

CostðQAPjÞ ¼
Xm�1

i¼1

n tið Þ: ð1Þ

Where, n(ti) is the expected number of tuples in relation ti which may be a leaf
relation or an intermediate relation in the join tree corresponding to a candidate QAPj.

On the other hand, the length of any intermediate relation t is n(t), where the
relation t represents the result of the join operation between the two involved relations
(r, s). Such length can be computed using Eq. (2).

nðtÞ ¼ ðCartesian product of relations r and sÞ � selectivity factor: ð2Þ

In other words, the expected length n(t) can be given as shown in Eq. (3).

n tð Þ ¼ n rð Þ�nðsÞQ
Cj2C minðv cj; r

� �
; vðcj; sÞÞ

: ð3Þ

Where, n(r) and n(s) represent the count of tuples in relations r and s respectively, v
(cj,r) and v(cj,s) represent the number of distinct values of each joining attribute cj in
relations r and s respectively and c re-presents the set of joining attributes.

As an exceptional case, if there is no joining or common attributes between rela-
tions r and s then t will represent the Cartesian product of relations r and s. Conse-
quently the join selectivity factor becomes equal to 1. Thus, Eq. (3) will be reduced to
as depicted in Eq. (4).

n tð Þ ¼ n rð Þ � n sð Þ: ð4Þ

The estimated number of distinct values for each attribute A in the resulted relation
t from a join operation between two relations r and s is given by Eq. (5).

V A; tð Þ ¼
V A; rð Þ : A 2 r � s

V A; sð Þ : A 2 s� r

min V A; rð Þ;V A; sð Þð Þ : A 2 r and A 2 s

8><
>: ð5Þ

Where V(A, r) and V(A, s) are the estimated count of distinct values for attribute
A in relations r and s respectively.

As depicted in Eq. (5), if an attribute A belongs to both relations r and s then the
estimated number of its distinct values in the resulted relation t will be the minimum
number of distinct values of attribute A in both r and s.
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5 The Proposed Query Optimization Approach

The proposed query optimization approach aims to reach an optimal query access plan
from all valid query access plans for a given query statement. It represents an ant
colony-based optimization approach. Commonly, the collective and cooperative
behavior of ACO emerging from the interaction of different search threads makes it
effective in solving combinatorial optimization problems [3]. In fact, ACO algorithm
uses a set of artificial ants (individuals) which cooperate to reach the solution of a given
problem by exchanging information via pheromone deposited on graph edges.
The ACO algorithm is employed to imitate the behavior of real ants and it can be
represented as depicted in Algorithm 1.

The proposed approach to estimate the optimal QAP by ACO has the following
steps:

1. Compute the selectivity factor as shown in Eq. (6).

gij ¼
1
dij

: ð6Þ

Where, dij represents the number of tuples resulted from joining relations i and j.
2. Calculate the cardinality of the resulted relation from joining relations i and j using

Eq. (7).

dij ¼ n ið Þ � n jð Þ
pCr2Cmin V Cr; ið Þ;V Cr; jð Þð Þ ð7Þ

Where v(cr, i) indicates the number of distinct values of attribute cr in the relation i.
3. Compute the new pheromone value sij of the inter node representing the result of

joining relations i and j using Eq. (8).

sij ¼ 1� Pð Þ � sij þ
Xm

k¼1
Dskij: ð8Þ
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Where, P indicates the evaporation rate, m is the number of ants and Dskij represents
the amount of pheromone change made by ant k.

4. Consequently, Eq. (9) is used to compute the quantity of pheromone Dskij for a
specific ant k.

Dskij ¼
Q/Lk if ant k uses edj i; jð Þfor

relations i, j in its tour

0 otherwise

8><
>: ð9Þ

Where, Q is a constant, and Lk is the count of tuples (effort) of the joining tour
constructed by ant k.

5. Finally, Eq. (10) is used to calculate the probability Pk
ij of joining relation j with

relation i by ant k.

Pkij ¼
saij � gb

ijP
Cij2NðsPÞ s

a
ij:g

b
ij

if Cij 2 NðsPÞ

0 otherwise

8>><
>>:

ð10Þ

Where,N spð Þ is the set of feasible access plan edge (i, L) where L is the entities not
yet visited by ant k, and both parameters a and b control the relative importance of
the pheromone versus the heuristic information gij.

6 Experimental Results

The results of the proposed approach are compared with that generated by SQL Server
2012. The proposed cost function is taken as a criterion for evaluation and comparison.
The software tools that are used in this experiment are SQL Server 2012 enterprise
edition, visual C#.net 2012. Northwind database is used in the case study which is a
sample database in SQL Server that contains the sales data for a fictitious company that
imports and exports food items around the world. The comparative criterion that is used
in the evaluation is based on the formula that is used in the cost function. This criterion
represents the cost of the selected QAP and which is computed using Eq. (1). The
evaluation is based on the cost function as a comparative criterion. To generate an
estimated optimal query access plan in SQL Server 2012, the output of the utility
“Display Estimated Execution Plan” included in SQL Query Analyzer tool is used.
Table 1 shows Northwind database relations with an index or identifier for each. The
used join cases are given in Table 2. Table 3 includes the results of the used cases.

As shown in Table 2, it can be noted that in the cases 4, [6–10], 11, [14–17], 19,
[20–23] and 25, the proposed query optimization approach has lower cost than SQL
Server 2012 query optimizer. That is the relative cost of the proposed approach to SQL
Server 2012 is between 0.38 (in case 4) and 1.03 (in case 5). While such relative cost in
the cases 13, 18, 20 and 24 the proposed query optimizer has a very little increase than
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SQL Server optimizer by just 0.01. Also, there are five cases namely 1, 2, 3, 7 and 12
have the same processing costs. On the other hand, the average of relative average cost
of the proposed approach to SQL server 2012 equals 83 % which indicates a reduction
in processing cost by around 17 %. Also from the results shown in Table 3, it can be
noted that, the overall variability range of the proposed optimizer is lower than the
overall variability range of SQL Server optimizer. On the other hand, it is clear that the
overall mean cost of the proposed optimizer is lower than that in SQL Server 2012
optimizer, and the variability range of the proposed approach is lower than the vari-
ability range of SQL Server.

Table 1. Index of relations

Relation id Relation name Relation id Relation name Relation id Relation name

1 Categories 5 Employees 9 OrderDetails
2 Products 6 Orders 10 Territories
3 Suppliers 7 Shippers 11 EmployeeTerritories
4 Customers 8 Region

Table 2. Comparison between the proposed optimizer and SQL Server optimizer

Relative 
average cost 

of the 
proposed 

approach to 
SQL server 

2012

Relative cost 
between the 
proposed 
approach
and SQL 

Server 2012

Cost of
estimated 
path in the 
proposed 
approach

Estimated
path by the 
proposed 
approach

Cost of
estimated 

path in 
SQL 

Server 
2012

Estimated path 
by SQL Server

2012

Sequence of 
inserted relations

in the corre-
sponding case

N
o.

of
 r

el
at

io
ns

C
as

e
N

o.

88%

193006/5/9/293006/5/9/25/9/6/2

4

1
166004/6/5/966005/6/4/94/5/9/62

180801/2/9/680801/2/9/61/9/6/23

0.38413005/6/9/81080008/9/6/58/9/6/54
1.0326707/5/6/426007/6/5/45/4/6/75

70%

0.90235856/5/9/2/11262859/6/2/5/115/11/9/6/2

5

6
1106006/5/4/9/2106006/5/4/9/24/5/9/6/27

0.5181602/1/3/9/6160009/6/2/3/13/1/9/6/28

0.63100004/7/6/9/2160009/6/2/4/74/7/9/6/29

0.47453006/4/9/2/8954006/8/4/9/24/8/9/6/210

90%

0.82248856/4/5/9/2/11302856/9/2/4/5/114/5/11/9/6/2

6

11

1146006/5/4/9/2/3146006/5/4/9/2/33/4/5/9/6/212
1.01123503/1/2/9/6/4121601/2/3/9/6/43/4/1/9/6/213

0.73146006/4/7/9/2/1200009/6/2/4/1/74/7/1/9/6/214

0.92480802/3/9/6/4/8520009/6/2/4/3/83/4/8/9/6/215

86%

0.78315856/4/9/2/1/5/11406501/2/9/6/5/11/41/4/5/11/9/6/2

7

16

0.92315856/4/9/2/3/5/11342859/6/2/4/3/5/113/4/5/11/9/6/217

1.01163501/3/2/9/6/5/4161602/1/3/9/6/5/43/4/5/1/9/6/218

0.68163501/3/2/9/6/7/4240009/6/2/4/3/1/73/4/7/1/9/6/219

0.93520802/1/9/6/3/4/8560009/6/2/4/3/1/83/4/8/1/9/6/220

78%

0.82335454/5/6/9/2/1/3/11407302/1/3/9/6/5/11/
4

1/4/5/11/9/6/2/3

8

21

0.69335454/5/6/9/2/3/7/11485706/9/2/4/3/5/11/
7

3/4/5/11/9/6/2/722

0.52304452/3/1/9/6/7/5/11588556/9/2/3/5/11/1/
7

3/1/5/11/9/6/2/723

1.01201602/3/1/9/6/5/4/7199006/7/5/4/9/2/1/33/4/7/1/9/6/2/524

0.87521602/3/1/9/6/5/4/8600009/6/2/4/3/5/1/83/4/8/1/9/6/2/525
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7 Conclusion

This paper proposes a novel ant colony-based approach for relational database query
optimization. Therefore, the cost of processing join operations dominates the cost of
other relational algebraic operations. Accordingly, the proposed query optimization
approach emphasizes basically on how to determine the optimal query access plan
respecting join operations. The proposed approach transforms each candidate query
access plan into a right binary tree which is called a join tree. Therefore the search
space of the optimization problem consists of different alternatives of join trees. In
consequent, the more complexity of a query statement the more candidate query access
plans in the search space of the query optimizer. Accordingly, the proposed approach is
based on an evolutionary computing technique to reduce the cost of reaching an
optimal query access plan.

An ant colony optimization technique is exploited as a random search procedure to
determine the optimal join tree equivalent to the optimal access plan. For simplicity, the
proposed approach adopts the complete graph type to represent a given query. The
proposed approach is applied on many different cases to check its performance against
SQL Server 2012 query optimizer. A comparative study has been presented between
the results of the proposed approach and SQL SERVER 2012. The results shows a
reduction in average in the processing cost of the obtained optimal query access plan of
the proposed approach compared with the obtained one by SQL Server 2012 query
optimizer.

8 Future Work

The proposed approach can be extended to consider the physical optimizer rather than
the logical one. Also, it is worthy to study the relative effectiveness of using the
constrained graph type rather than the unconstrained one used in the proposed
approach.

Table 3. Some statistical measurements extracted from the above results

No of
relations

Mean Median Variability
The
proposed
approach

SQL
Server
2012

The
proposed
approach

SQL
Server
2012

The
proposed
approach

SQL Server
2012

4 13590 26916 8080 8080 2670:41300 2600:108000
5 19529 32857 10600 16000 8160:45300 10600:95400
6 22903 25809 14600 20000 12350:48080 12160:52000
7 29590 34219 31585 34285 16350:52080 16160:56000
8 33971 45611 33545 48570 20160:52160 19900:60000
Average 23916.6 33082.4 20160 24000 2670:52160 2600:108000
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Abstract. Research on secure range query processing techniques in outsourced
databases has been spotlighted with the development of cloud computing. The
existing range query processing schemes can preserve the data privacy and the
query privacy of a user. However, they fail to hide the data access patterns while
processing a range query. So, in this paper we propose a secure range query
processing algorithm which hides data access patterns. Our method filters
unnecessary data using the encrypted index. We show from our performance
analysis that the proposed range query processing algorithm can efficiently
process a query while hiding the data access patterns.

Keywords: Database outsourcing � Database encryption � Encrypted index
structure � Range query processing � Hiding data access patterns

1 Introduction

A database outsourcing has been spotlighted as a new paradigm for the database
management. In the database outsourcing environment, a data owner can outsource
his/her database and their managements to a cloud. By outsourcing the database, the
data owner (DO) can flexibly utilize the resource of the cloud, thus reducing the
management costs. The cloud not only stores the database, but also provides an
authorized user with querying services on the outsourced database.

However, if the original database is outsourced to the cloud, the cloud or an
attacker can abuse the private information stored in the database. For example, if a real
estate agent outsources his/her original database to the cloud, the cloud or an attacker
can sell the property information to the other agents. In addition, the private infor-
mation of a user such as preference and disease can be revealed to the attacker. For
example, if a user sends a query with his/her location information to enjoy
location-based services, the attacker can find places where the user frequently visit.

Meanwhile, a range query is one of the most typical query types which is widely
used as a baseline scheme in various fields. However, some privacy threat can occur
when processing the range query. This is because the range information is closely
related to the interest and preference of a user. Therefore, researches on the range query
processing methods which preserve the data privacy and the query privacy have been
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performed. The existing secure range query processing schemes fall into two cate-
gories. First, the database transformation based schemes [1, 2] convert the original
database before outsourcing. However, they are vulnerable to various attacks such as
chosen plaintext attack. Second, the database encryption based schemes [3–8] encrypt
the database before outsourcing. Therefore, they can preserve the data privacy and the
query privacy from an attacker.

However, there is no work that hides the data access patterns during processing the
range query. The data access patterns are the good source to derive the actual data items
and the private information of a querying issuer. This is the critical problem because
the data access patterns can be exposed even though the data and query are encrypted
[9]. To hide the data access pattern from the cloud, some researches [3, 4] locate an
encrypted index at the user side. However, the user who has the relatively low per-
formance computing resources should retrieve the index for the query processing. To
the best of knowledge, a scheme proposed in [10] is the only work that hides the data
access patterns over the encrypted database. However, the scheme only supports kNN
query processing and requires high computation cost.

To solve the problem, in this paper we propose a new range query processing
algorithm on the encrypted database. Our method filters unnecessary data using the
encrypted index. Our method preserves data privacy and query privacy. In addition, our
method also conceals the data access patterns while supporting efficient query pro-
cessing. Our key contributions can be summarized into three folds. (i) We present a
framework for outsourcing both the encrypted database and the encrypted index.
(ii) We propose a new range query processing algorithm using an encrypted index that
conceals the data access patterns while supporting efficient query processing. (iii) We
also present an extensive experimental evaluation of our scheme under the various
parameter settings to verify the efficiency of our proposed scheme.

The rest of the paper is organized as follows. Section 2 introduces the existing
secure range query processing algorithms. In Sect. 3, we describe the overall system
architecture and present various secure protocols used for our proposed range query
processing algorithm. Our proposed secure range query processing algorithm based on
the encrypted index is presented in Sect. 4. Section 5 shows the performance analysis
of our secure range query processing algorithm. Finally, we conclude the paper with
some future research directions in Sect. 6.

2 Related Work

2.1 Secure Range Query Processing Schemes

The existing secure range query processing schemes can be categorized into two folds;
database transformation based schemes and database encryption based schemes.
Database transformation based schemes are as follows. M. Yiu et al. [1] proposed
HSD* (hierarchical space division) scheme. HSD* transforms the database by con-
verting the distribution of the data and inserting errors into the data by using secure
hash function. H. Kim et al. [2] proposed a shear-based transformation scheme to
prevent the information leakage caused by the data proximity. However, the cloud can
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know values of a transformed database in both schemes. By using that, an attacker can
infer the original data values with some information such as data distribution.

Database encryption based schemes can solve the problem of the database trans-
formation based schemes by encrypting the original data. M. Yiu et al. [1] proposed the
cryptographic transformation (CRT) method which utilizes encrypted R-tree index.
However, the CRT has a drawback that the most of the computation is performed at the
user side rather than the cloud. In addition, data access pattern is not preserved as the
user hierarchically requests the required R-tree nodes to the cloud. H. Hu et al. [3]
proposed a method based on provably secure privacy homomorphism encryption
scheme. However, in this scheme, a user must process a query together with the cloud
because the user has an access to an encrypted index. Moreover, the scheme cannot
hide the data access patterns. A scheme proposed by B. Hore et al. [4] partitions the
data into a set of buckets and builds indices for buckets. However, this scheme forces a
data owner to store and to search the indices locally, rather than at the cloud. P. Wang
et al. [5] proposed a scheme which utilizes the encrypted version of R-tree. However,
the scheme has a shortcoming that the data access patterns are revealed because the
cloud returns a set of nodes which intersect the query range. B. Wang et al. [6]
proposed an encrypted R-tree based range query processing scheme by using Point
Predicate Encryption (PPE). However, as the authors mentioned in [6], the scheme
reveals the values of each query to the cloud. In addition, the data access patterns are
revealed to a cloud because all the identifiers of the data satisfying the query are
returned by the cloud. R. Li et al. [7] proposed a range query processing algorithm that
achieves index indistinguishability. For this, they devised a PB-tree whose node is
represented using a Bloom filter. However, this scheme probabilistically leaks the data
access patterns because retrieved nodes are revealed to the cloud. Most recently, Kim
et al. [8] proposed a range query processing scheme using the Hilbert-curve order based
index. The scheme can preserve the query privacy because a data group generated by
the Hilbert-curve order is considered as a query processing unit. However, a user is in
charge of index traversal during the query processing step.

2.2 Preliminaries

Paillier Crypto System. The Paillier cryptosystem [11] is an additive homomorphic
and probabilistic asymmetric encryption scheme for public key cryptography. The
public key pk for encryption is given by (N, g), where N is a product of two large prime
numbers p and q, and g is in Z�

N2 . The secret key sk for decryption is given by (p, q). Let
E() denote the encryption function and D() denote the decryption function. The Paillier
crypto system has the following properties. (i) Homomorphic addition: The product of
two ciphertexts E(m1) and E(m2) results in the encryption of the sum of their plaintexts
m1 and m2; E(m1 + m2) = E(m1)*E(m2) mod N2. (ii) Homomorphic multiplication: The
bth power of ciphertext E(m1) results in the encryption of the product of b and m1; E
(m1*b) = E(m1)

b mod N2. (iii) Semantic security: Encrypting the same plaintexts with
the same public key results in distinct ciphertexts.
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Adversarial Models. There are two main types of adversaries, semi-honest and ma-
licious [12]. In our system, we assume that the clouds act as adversaries. In the semi-
honest adversarial model, the clouds correctly follow the protocol specification, but try
to use the intermediate data to learn more information that are not allowed to them.
Meanwhile, in the malicious adversarial model, the clouds can arbitrarily deviate from
the protocol specification, according to the adversary’s instructions. In general, if a
protocol has proven that it is secure against the malicious adversaries, the protocol
ensures that no adversarial attack can succeed. However, protocols against malicious
adversaries are too inefficient to be used in practice. However, protocols under the
semi-honest adversaries are efficient in practice and can be used to design protocols
against malicious adversaries. Therefore, by following the work done in [10], we also
consider the semi-honest adversarial model in this paper.

3 System Architecture and Secure Protocols

3.1 System Architecture

Figure 1 shows the overall system architecture for our query processing scheme on the
encrypted database. The system consists of four components: data owner (DO),
authorized user (AU), and two clouds (CA and CB, respectively). The DO owns the
original database (T) of n records. A record ti (1 � i � n) consists of m attributes (or
columns) and jth attribute value of ti is denoted by ti,j. To provide the indexing on T, the
DO partitions T by using kd-tree. If we retrieve the tree structure in hierarchical
manner, the access pattern can be disclosed. So, we only consider the leaf nodes of the
kd-tree and all the leaf nodes are retrieved once during the query processing. Let
h denote the level of the constructed kd-tree and F be the fanout of each leaf node. The
total number of leaf nodes is 2h−1. From now on, a node means a leaf node. Each node
is represented as the lower bound lbz,j and the upper bound ubz,j for 1 � z � 2h−1 and
1 � j � m. Each node stores the identifiers (id) of data being located inside the node
region.

To preserve the data privacy, the DO encrypts T attribute-wise using the public key
(pk) of the Paillier cryptosystem [11] before outsourcing the database. So, the DO
generates E(ti,j) for 1 � i � n and 1 � j � m. The DO also encrypts the kd-tree

Fig. 1. The overall system architecture
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nodes to support efficient query processing. The lb and the ub of each node are
encrypted attribute-wise, so E(lbz,j) and E(ubz,j) are generated for 1 � z � 2h−1 and
1 � j � m.

We assume that CA and CB are non-colluding and semi-honest (or
honest-but-curious) clouds. So, they correctly perform the given protocols and do not
exchange unpermitted data. However, they may try to obtain additional information
from the intermediate data during executing their own protocol. This assumption is not
new as mentioned in [10, 13] and has been used in the related problem domains (e.g.,
[14]). Especially, as most of the cloud services are provided by renowned IT compa-
nies, collusion between them which will damage their reputation is improbable [10].

To support range query processing over the encrypted database, a secure multiparty
computation (SMC) is required between CA and CB. For this, the DO sends the
encrypted database and a decryption key to different clouds. In particular, the DO
outsources the encrypted database and its encrypted index to the CA with pk while the
sk is sent to the CB. The encrypted index includes the region information of each node
in cipher-text and the ids of data that are located inside the node in plain-text. The DO
also sends pk to AUs to enable them to encrypt a query. At query time, an AU first
encrypts a query attribute-wise. Then, the AU sends E(q.lbj) and E(q.ubj) for
1 � j � m to CA. CA processes the query with the help of CB and returns a query
result to the AU.

As an example, assume that an AU has 8 data in two-dimensional space (e.g., x-axis
and y-axis) as depicted in Fig. 2. The data are partitioned into 4 nodes (e.g., node1−node4)
for a kd-tree. The DO encrypts each data and the information of each node attribute-wise.
For example, t1 is encrypted as E(t1) = {E(2), E(1)}.

3.2 Secure Protocols

Our range query processing algorithm is constructed using several secure protocols. In
this section, all the protocols except SBN protocol are performed through the SMC
technique between CA and CB. SBN protocol can be executed by CA alone. We first
briefly introduce two existing secure protocols that we adopt from the literatures [10,
15]. SM (Secure Multiplication) protocol [10] computes the encryption of a � b, i.e., E
(a � b), when two encrypted data E(a) and E(b) are given as inputs. SBD (Secure
Bit-Decomposition) protocol [15] computes the encryptions of binary representation of

Fig. 2. An example in two-dimensional space
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the encrypted input E(a). The output is [a] = < E(a1), …, E(al) > where a1 and al
denote the most and least significant bits of a, respectively. In this paper, we use
symbol [a] to denote the encryptions of binary representation. Meanwhile, we propose
new secure protocols used for our range query processing algorithm.

SBN Protocol. SBN (Secure Bit-Not) protocol performs the bit-not operation when an
encrypted bit E(a) is given as input. The output of SBN E(* a) is computed by
E(a)N−1�E(1). Note that “−1” is equivalent to “N−1” under ZN.

SCMP Protocol. When [u] and [v] are given as inputs, SCMP (Secure Compare)
protocol returns E(1) if u � v, E(0) otherwise. We devise SCMP by modifying SMIN
[10] protocol which outputs [min] between two inputs [u] and [v]. The variables
generated during SMIN can be categorized into two folds. One set of the variables
include hints about what the minimum value is. Another set of the variables is used to
securely extract the minimum value. Because we only need the information about
whether u is smaller or not, we only compute the former (e.g., W, G, H, U, L, Lʹ). The
goal of designing SCMP is to make the returned value from CB be exactly opposite for
the same inputs, based on the functionality selected by CA. SMIN can achieve this goal
when two inputs have different values. However, if two values are the same, SMIN
fails to attain the goal.

To solve this problem, we design SCMP as follows. First, CA appends E(0) to the
least significant bits of [u] and E(1) to the least significant bits of [v]. This makes
u ← u � 2 and v ← v � 2+1. When a value is greater than another, SCMP does not
affect the large and small relationship between u and v. Only when two values are the
same, SCMP makes u smaller than v. By doing so, SCMP can solve the security
problem of SMIN that CB can notice whether the input values are same or not.
In SMIN, only if two inputs have the same values, D(Lʹ) does not include 1 or 0.

Second, CA randomly chooses one functionality between F0:u > v and F1:v > u. The
selected functionality is oblivious to CB. Then, CA computes E(ui � vi) using SM and
Wi, depending on the selected functionality. In particular, if F0:u > v is selected, CA

computes Wi = E(ui) � E(ui � vi)
N−1 = E(ui � (1−vi)). If F1:v > u is selected, CA

computes Wi = E(vi) � E(vi � ui)
N−1 = E(vi � (1−ui)). For F0:u > v, Wi = E(1) when

ui > vi, and Wi = E(0) otherwise. Similarly, for F1:v > u, Wi = E(1) when vi > ui, and
Wi = E(0) otherwise.

Third, CA performs bit-xor between E(ui) and E(vi) and stores the result into Gi. CA

computes Hi = (Hi−1)
ri � Gi and Ui = E(−1) � Hi where H0 = E(0). Here, ri is a

random number in ZN. Assume that j is the index of the first appearance of E(1) in Gi.
j means the first position where the minimum value between u and v can be determined.

Fourth, CA computes Li = Wi � Ui
ri where Li involves the information about which

value is smaller between u and v at j. CA generates Lʹ by permuting L by using a
random permutation function p1 and sends Lʹ to CB.

Fifth, CB decrypts Lʹ attribute-wise and checks whether there exists 0 in Liʹ for
1 � i � l. If so, CB sets a as 1, and 0 otherwise. After encrypting a, CB sends E(a) to
CA. Table 1 shows the values of E(a) returned by CB for every case. The returned
values are exactly opposite with the selected functionalities for every case, which
coincides with the goal of the designing the SCMP protocol.
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Finally, CA performs E(a) ← SBN(E(a)) only when the selected functionality is F0:
u > v and returns the E(a). So, the final E(a) is E(1) when u � v, regardless of the
selected functionality. Note that the only information decrypted during SCMP is Lʹ
which is seen by CB. However, CB cannot obtain additional information from Lʹ
because the selected functionality is oblivious to CB. Therefore, SCMP is secure under
the semi-honest model.

SRO Protocol. When the encryptions of binary representation of two ranges [range1]
and [range2] are given as inputs, SRO (Secure Range Overlapping) protocol returns E
(1) when range1 overlaps range2, E(0) otherwise. Assuming that both range1 and
range2 consist of [lbj] and [ubj], where 1 � j � m, the two ranges overlap only if two
following conditions are satisfied; (i) E(range1.lbj) � E(range2.ubj), (ii) E(ran-
ge2.lbi) � E(range1.ubj), for 1 � j � m. These conditions can be determined by
using SCMP.

The overall procedure of SRO is as follows. CA initializes E(a) as E(1). CA obtains
E(aʹ) by performing SCMP([range1.lbj], [range2.ubj]) and updates E(a) by executing
SM(E(a), E(aʹ)). CA repeats this step for 1 � j � m. Similarly, CA computes E(aʹ) by
performing SCMP([range2.lbj], [range1.ubj]) and updates E(a) by executing SM(E(a),
E(aʹ)) for all attribute values. Only when all conditions are satisfied, the value of E(a)
remains E(1). Finally, CB returns the final E(a). Note that no decryption is performed
during SRO except performing SCMP and SM protocols. So, SRO is secure under the
semi-honest model because the securities of both SCMP and SM have been verified.

SPE Protocol. When the encryptions of binary representation of a point [p] and
[range] are given as inputs, SPE (Secure Point Enclosure) protocol returns E(1) when
p is inside the range or on a boundary of the range, E(0) otherwise. The overall
procedure of SPE is identical to SRO. This is because if a low bound and an upper
bound of a range is the same, the range can be considered as a point. However, to make
the relations between inputs clear, we also define SPE protocol. However, we omit the
detailed explanation of SPE because it is similar to SRO.

4 Secure Range Query Processing Algorithm

In this section, we present our secure range query processing algorithm (SRangeI) using
the kd-tree on the encrypted database. SRangeI consists of two steps; encrypted kd-tree
search step and result retrieval step. In the encrypted kd-tree search step, the algorithm
filters out the data that are stored in the kd-tree nodes which does not overlaps the query

Table 1. Value of E(a) returned by CB
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range. In the result retrieval step, the algorithm refines the candidate results to find the
actual query results.

4.1 Step 1: Encrypted kd-tree Search Step

To support efficient range query processing, we newly design the encrypted index
search scheme. Our scheme does not reveal the retrieved nodes of the index for query
processing while extracting data in the nodes which overlaps the query range. In this
paper, we consider kd-tree as an index structure because it is suitable for indexing
multi-dimensional data. However, we emphasize that our index search scheme can be
applied to any other indices whose entities (e.g., nodes) store region information.

The procedure of the encrypted kd-tree search step is as follows. First, CA computes
[q.lbj] and [q.ubj] for 1 � j � m by using SBD. CA also computes [nodez.lbj] and
[nodez.ubj] for 1 � z � numnode and 1 � j � m by using SBD where numnode is the
total number of kd-tree leaf nodes. Then, CA securely finds nodes which overlap the
query range by executing E(az) ← SRO([q], [nodez]) for 1 � z � numnode. Note that
the nodes with E(az) = E(1) overlap the query range, but both CA and CB cannot know
whether the value of each E(az) is E(1). This is because Paillier encryption provides a
semantic security. Second, CA generates E(aʹ) by permuting E(a) using a random per-
mutation function p and sends E(aʹ) to CB. For example, SRO returns E(a) = {E(0), E
(0), E(1), E(1)} in Fig. 2 as the query range overlaps the node3 and node4. Assuming
that p permutes data in reverse way, CA sends the E(aʹ) = {E(1), E(1), E(0), E(0)} to CB.

Third, upon receiving the E a0ð Þ, CB obtains aʹ by decrypting the E(aʹ) and counts
the number of aʹ with the value of 1. The number of aʹ = 1 is stored into c. Here,
c means the number of nodes that overlaps the query range. Fourth, CB creates
c number of node groups (e.g., NG). CB assigns to each NG a node with aʹ = 1 and
numnode/c−1 nodes with aʹ = 0. Then, CB computes NGʹ by randomly shuffling the ids
of nodes in each NG and sends NGʹ to CA. For example, CB can know that node1 and
node2 overlap the query range because aʹ = {1, 1, 0, 0}. However, CB cannot correctly
point out ids of the nodes because the values in aʹwere permutated by CA. As two node
groups are required, CB assigns node1 and node2 to NG1 and NG2, respectively. In this
example, numnode/c−1 is calculated as 1 because numnode = 4 and c = 2. So, CB ran-
domly assigns a node to each node group. Assume that CB assigns node3 to NG1 and
node4 to NG2. So, NG1 = {1, 3} and NG2 = {2, 4}. Then, CB randomly shuffles the ids
of the nodes in each NG. The result can be like NG1ʹ = {1, 3} and NG2ʹ = {4, 2}.

Fifth, CA obtains NG
* by permuting the ids of nodes using p−1 in each NGʹ. In each

NG*, there exists only one node overlapping the query range. However, CA cannot know
the correct id of the node because the ids of the nodes are shuffled by CB. Sixth, CA gets
access to one datum in each node (e.g., nodez) for each NG

* and performs E(tʹi,j) ← SM
(nodez.ts,j, E(az)) for 1 � s � F and 1 � j � m. Here, az is the outputs of SPE,
corresponding to the nodez. The data in the nodes overlapping the query range is not
affected by SM because the E(az) values of the nodes are E(1). However, the data in
other nodes become E(0) by performing SM because the E(az) values of the nodes are E
(0). If a node has the less number of data than F, it performs SM by using E(max),
instead of using nodez.ts,j, where E(max) is the largest value in the domain. If the node
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does not overlap the query range, the result of SM becomes E(0). If the node overlaps
the query range, the result of SM becomes E(max). However, it does not affect the query
accuracy because the data is pruned in the later query processing step.

When CA accesses one datum from every node in a NG*, CA performs a homo-
morphic addition such as E(candcnt,j) ←

Qnum
i¼1 Eðt0i;jÞ, where num means the total

number of nodes in the selected NG*. By doing so, a datum in the node overlapping the
query range is securely extracted without revealing the data access patterns. Finally, by
repeating these steps, all the data in the nodes are safely stored into the E(candcnt,j).
Here, cnt means the total number of data extracted during the index search. As an
example, CA obtains NG1

* = {2, 4} and NG2
* = {1, 3} by permuting NG1ʹ = {3, 1} and

NG2ʹ = {4, 2} using p−1. CA accesses one datum in each node, for each NG*,
respectively. In particular, CA accesses E(t3) in node2, E(t7) in node4 for NG1

*. The
results of SM using E(t3), e.g., E(tʹ1), are E(0) for every attribute because the E(a) value
of the corresponding node (e.g., node2) is E(0). However, the results of SM using E(t7),
e.g., E(tʹ2), become E(7) for both x and y dimensions. So, the results of the
attribute-wise homomorphic addition of E(tʹ1) and E(tʹ2) are E(7) and E(7) for x and
y dimension, respectively. Thus, one datum E(t7) in node4 is securely extracted into E
(cand1). Similarly, values of E(t8) can be securely extracted into E(cand2) by using E
(t4) and E(t8). In the same way, for NG2

*, all the data in the node3 (e.g., E(t5) and E(t6))
are securely extracted into E(cand3) and E(cand4), respectively.

4.2 Step 2: Result Retrieval Step

The result retrieval step finds all the data inside the query region among the E(cand)
extracted in step 1. The procedure of the result retrieval step is as follows. First, CA

computes [candi,j] for 1 � i � cnt and 1 � j � m by using SBD. Here, cnt is equal
to F � (# of node groups). Second, CA securely finds data inside the query range by
executing E(ai) ← SPE([candi], [q]) for 1 � i � cnt. Note that the data with E(ai) = E
(1) are included in the query range. However, both CA and CB cannot know whether the
value of each E(ai) is E(1) because Paillier encryption provides a semantic security. For
example, when E(cand) = {E(t7), E(t8), E(t5), E(t6)} is given from the step 1, SPE returns
E(a) = E(1) for E(t7) and E(t6), which are inside the query range. However, E(a) = E(0)
is returned by SPE for E(t8) and E(t5) that are outside the query range.

Meanwhile, the data with E(a) = E(1) should be sent to the user. To minimize the
computation cost at the user side, it is required to send decrypted results. However, if
the cloud decrypts the results, the actual content of the data are revealed to the cloud.
So, the algorithm returns the result as follows. Third, CA computes E(ci,j) = E(re-
sulti) � E(ri,j) for 1 � i � cnt and 1 � j � m by generating random values ri,j. CA

generates E(aʹ), E(cʹ), and rʹ by permuting E(a), E(c), and r, using a random permu-
tation function p1. Then, CA sends E(aʹ) and E(cʹ) to CB, and rʹ to AU, respectively.
Fourth, CB decrypts E(aiʹ) and E(cʹi,j) for 1 � i � cnt and 1 � j � m. Then, CB

sends aʹand cʹto AU. Meanwhile, CB cannot know the exact ids corresponding to the
final results because the aʹand cʹare permuted by CA. Finally, AU computes cʹi,j − rʹi,j
for 1 � i � cnt and 1 � j � m only for the corresponding ai = 1.
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5 Performance Analysis

There is no existing range query processing schemes that hides the data access patterns.
So, in this section, we compare our SRangeI with a baseline algorithm SRangeB.
SRangeB only performs result retrieval step by considering all the data without using an
index. So, we can analyze the effect of the using the proposed index search scheme. We
do the performance analysis of both schemes in terms of query processing time with
different parameters. We used the Paillier cryptosystem to encrypt a database for both
schemes. We implemented both schemes by using C ++. Experiments were performed
on a Linux machine with an Intel Xeon E3-1220v3 4-Core 3.10 GHz and 32 GB RAM
running Ubuntu 14.04.2. To examine the performance under various parameters, we
randomly generated synthetic datasets by following [10]. We used the parameters shown
in Table 2. We set the size of the range as 0.1 which means the relational portion of the
range compared to the total domain size (i.e., l) in each dimension where l = 12.

Figure 3 shows the performance of SRangeI for varying the level of kd-tree.
Figure 3(a) shows the performance of SRangeI for varying h and n for K = 512. Overall,
as the n becomes larger, the query processing time increases. Meanwhile, when the
n increases, the h that shows the best performance becomes larger. For example, h = 6
show the best performance when n = 2 k while h = 8 show the best performance when
n = 10 k. For all cases, when the h is increased, the query processing time decreases for
the smaller h while the query processing time increases for the larger h. This result
comes from the following properties. As the h increases, the total number of leaf nodes
grows and the more computation cost is required for SRO to find the relevant nodes.
However, the number of data in a node becomes smaller as h increases. So, the less
computation cost is required to execute SPE as h increases. Thus, there exists the
trade-off between the computation time and the h. The trend is similar when K = 1024 as
shown in Fig. 3(b). With the same parameter settings, the query processing time
increases almost by a factor of 3 when K changes from 512 to 1024.

Figure 3(c) shows the performance of SRangeI for varying h and m for K = 512.
When h is increased, a similar trend is observed as shown in Fig. 3(a). However, as the
m becomes larger, the query processing time linearly increases. This is because all the
protocols including SRO and SPE should process additional data as the m increases.
The trend is similar when K = 1024 as shown in Fig. 3(d). With the same parameter
settings, the query processing time increases almost by a factor of 3 when K changes
from 512 to 1024. Overall, because SRangeI shows good performance when h = 7 in
our parameter setting, we set the h as 7 in next performance evaluation.

Table 2. Experimental parameters

Parameters Values Default value
Total number of data (n) 2 k, 4 k, 6 k, 8 k, 10 k, 15 k, 20 k 6 k
Level of kd-tree (h) 5, 6, 7, 8, 9 7
# of attributes (columns) (m) 2, 3, 4, 5, 6 6
Encryption key size (K) 512, 1024 1024
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Figure 4(a) shows the performance of both schemes in logarithmic scale varying
the n for m = 6 and K = 1024. Overall, as the n becomes larger, the query processing
time linearly increases for both schemes. This is because, for SRangeI, the number of
data stored in each node increases as the n grows. So, the computation costs of SPE
linearly increase. In case of SRangeB, because the scheme considers all the data, the
computation time is linearly increased as n increases. Overall, SRangeI shows much
better performance than SRangeB because SRangeI filters irrelevant data by using the
index. On average, SRangeI shows about 25 times better performance than SRangeB.

Meanwhile, Fig. 4(b) shows the performance of both schemes in logarithmic scale
varying the m for n = 6 k and K = 1024. Overall, as the m becomes larger, the query
processing time linearly increases for both schemes. This is because the more values
need to be computed for both schemes as the m increases. However, on average,
SRangeI shows about 27 times better performance than SRangeB.

Fig. 3. Performance of SRangeI for varying h (Color figure online)

Fig. 4. Comparison of SRangeI and SRangeB (Color figure online)
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6 Conclusion

With the popularity of the outsourced databases, researches on the range query pro-
cessing methods over the encrypted database have been actively performed. However,
there is no work that hides the data access patterns. To solve the problem, we proposed
a secure range query processing algorithm. Our method preserves data privacy and
query privacy, and conceals the data access patterns. To support efficient query pro-
cessing, we used an encrypted index to filter out unnecessary data without revealing
data access patterns. We showed from our performance analysis that our algorithm
achieves efficient query processing performance. As a future work, we plan to expand
our work to support other query types, such as Top-k and skyline queries.
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Abstract. Big Data is a term that describes the exponential growth of all sorts
of data –structured and non-structured– from different sources (data bases, social
networks, the web, etc.) and which, as per their use, may become a benefit or an
advantage for a company. This paper shows the current importance of Big Data,
together with some of the algorithms that may be used with the purpose of
reveling patterns, trends and data associations that may generate valuable
information in real time, mentioning characteristics and applications of some of
the tools currently used for data analysis so they may help to establish which is
the most suitable technology to be implemented according to the needs or
information required.

Keywords: Big data � Analysis tools � Hadoop � Mongodb � Weka

1 Introduction

Currently, the “data intelligence” talk is replacing that of “data science”, and it is with
this evolution in terms that everything related to Big Data begins to be valued, since it
is no longer limited to the technology realm, but it becomes possible to recognize the
value of all the available information and it is used to obtain great business profit for
instance, since the companies may obtain a competitive advantage if they know how to
suitably use the information they have [1].

Nowadays, with the advances in technology, a lot of digital data is created that has
traits such as “massive, high dimensional, heterogeneous, complex, unstructured,
incomplete, noisy, and erroneous,” which may change the way this data is analyzed [2],
but it is also very important to take into account security, privacy, fault tolerance and
quality of data [3] with the purpose of not getting ambiguous or abnormal data to
analyze.

Since data has varied and complex characteristics, as mentioned above and as it will
be further detailed, it becomes necessary to have tools in place that are able to analyze
it efficiently, so valuable information is obtained in the right moment, tools this paper
will describe in deeper detail as it is developed.
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2 Big Data

Starting with the development of internet and its adoption at a great scale by the late
1980s and early 1990s, the generation of data has grown exponentially, which makes
increasingly greater the amount of data that needs to be managed and stored [4]. This
brings with it the term Big Data, a concept that refers to all information that cannot be
analyzed by means of everyday tools [5]. But Big Data does not refer just to great
volume of data and complex analysis; it is also useful when the information is varied,
meaning, coming from mobile devices, from different digital sensors, from automo-
biles, etc., and that needs to be rapidly processed or analyzed to obtain a response at the
right moment.

When collecting data from different sources, it becomes necessary to divide them in
three main groups: [6].

• Structured Data: Data that is formatted in order to clearly define aspects such as its
length, for instance dates, numbers, etc. [7]. Generally, traditional databases and
spreadsheets contain structured data.

• Semi-structured Data: Data that has been processed to a certain extent, meaning,
data that does not correspond to a specific format but that its elements are separated
by means of markers. An example of this sort of data are the ones that come from
traditional web pages (HTML) [8].

• Non-structured Data: This sort of data lacks a format, since it is in the state it was
collected, without undergoing any sort of processing; some examples of this type of
data are the PDF, multimedia documents, and e-mail [9].

Big Data allows unblocking a great amount of information that may be useful and
allows making narrow segmentation of something specific, thus having the most pre-
cise information of that which is being studied [10]. Once the importance of Big Data is
established, some of the most significant benefits brought by the use of this tool will be
mentioned: [11]

• It allows carrying out a detailed analysis on everything related to web browsing, in
order to have greater visibility regarding the needs and the environment in which
clients operate. This may be achieved by means of an analysis on the social net-
works to help us ascertain the role that the client plays in its social circle, or by
means of an analysis on the browsing data, identifying the web sites visited and the
searches done, obtaining a greater knowledge on the client and improving the
company’s business strategy.

• Provides to us the possibility of anticipating possible future problems by means of
checking the veracity of the data in the face of inaccurate information.

• It is useful for improving processes that allow, for instance, to reduce risk when
making decisions, reduce costs or possible losses because of fraud, analyzing the
information in real time, among others.

Besides the aforementioned benefits, it is necessary to know that due to the vast
amounts of data generated each instant, the necessary software and hardware for the
adoption of Big Data become expensive, and that in most cases there is little
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collaboration for the implementation of this project; therefore it is necessary to be
certain of the need of Big Data in a company.

3 Data Analysis

All data related to Big Data is generated second after second and come from different
sources; it is precisely the great diversity of data types [12] what complicates the storage
and analysis because of the integration of data with different structures, as it has been
mentioned. Because of this, Big Data is divided in three main operations: storage,
analytics (which will be discussed in depth below) and integration, through which
solutions are posed so that in an efficient manner the dimensions of this tool can be
scaled [13]. There are different techniques for Big Data Analysis; some of these tools are:

3.1 Data Mining

“This is a non-trivial process of valid, new, potentially useful and understandable
identification of comprehensible patters that are hidden in data” [14] meaning, it is a
tool for exploiting and analyzing data in an efficacious manner for the desired purposes.
Big Data wouldn’t be useful without this technique for data analysis, since it helps to
summarize and simplify data in a way that may be recognized and then allows to
collect specific information on the base of patters that this technique yields [15].

3.2 Association

Consists in finding relationships in data, that is, associating variables according to the
similarities among them. But within the context of Big Data, the big challenge is to build
association models that allow closing the gap among the different sources of hetero-
geneous data; for instance, the performance of browsers or recommendation systems
would be significantly improved if complex “text-image-video” associations could be
analyzed, such as the new on the web, comments on twitter and video clips [16].

3.3 Clustering

It is a type of data mining that divides in small groups the data out of which the
similitude among them is unknown, with the purpose of finding similarities among the
groups and evaluating the results obtained; for this, there are different techniques and
algorithms [17].

With Big Data Analytics a greater analysis speed is achieved thanks to the new
technologies that have been developed, which in its stead allows having the capability
of analyzing greater amounts of data; besides, there are tools in place previously used
in Business Intelligence, such as Data Warehouse and Data Mining, plus other more
effective ones, such as Hadoop, MapReduce, among others, which will be discussed in
depth below.
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4 Tools for Data Analytics

The following section presents a number of tools that currently are trend in storage,
management, and analysis of big amounts of data. This, with the purpose of having a
clearer perspective when choosing the suitable tool that allows better use of resources
and data.

4.1 Hadoop

Hadoop (HDFS) is a distributed file system designed to be executed from the hardware
of a computer or information system [18, 19]. Among its characteristics:

• Hardware: Hadoop is made up of hundred or thousands of connected servers that
store and execute the user’s tasks; the possibility of failure is high, since if only one
of the servers fails, the whole system fails. Therefore, the Hadoop platform always
has a certain percentage of inactivity [19, 20].

• Transmission: The applications executed by means of Hadoop are not for general
use, since it processes sets of data without contact with the user.

• Data: usually applications executed in this type of tool are of a great size; Hadoop
adapts to support it with a great number of nodes that distribute data. This distri-
bution brings as a benefit the increase on the bandwidth since the information is
available in several nodes, it has a great performance in the access to data and its
continuous presentation (streaming).

• Computation: An advantage Hadoop has regarding the other systems is that the
processing of information takes place in the same place where it is store, which does
not overcrowd the network since it does not have to transmit the data elsewhere to
be processed.

• Portability: Hadoop, as many Open Source applications, was designed with ease of
migration to different platforms.

• Accessibility: The access and browsing that Hadoop allows in its data group may be
carried out in several ways. Some of them are: Java program interface and by means
of a web server.

Applications where Hadoop is present: response in real time, whether for
decision-making processes or immediate responses (fraud control, performance, etc.),
aside from particular applications, such as research and development, behavioral
analysis, marketing and sales, failure detection in machinery and the IoT universe.

4.2 MongoDB

MongoDB is a distributed NoSQL data manager of a documental sort, which means
that it is a non-relational database. Data exchange in this manager is done by means of
BSON, which is a text that uses a binary representation for data structuring and
mapping. This manager is written in C++, may be executed from different operational
systems; it is open-source code [21–23]. This data manager has the following
characteristics:
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• Flexible storage, since it is sustained by JSON and does not need to define prior
schemes.

• Multiple indexes may be created starting on any attribute, which facilitates its use,
since it is not necessary to define MapReduce or parallel processes.

• Queries are based on documents, and they have high performance for querying as
well as updating.

• MongoDB has a high capability for growth, replication, and scalability. More than
one of these properties may be obtained increasing the number of machines.

• Independent file storage support, for any size, based on GFS which is a storage
specification implemented by all supported drivers.

MongoDB Application: It is suitable for making Internet applications that record a
high amount of data, such as: data collection with sensors, social network maintenance
infrastructures, statistics collection (reporting), among others. In general, MongoDB
may be used for almost anything without so much rigidity [23].

4.3 Weka

It is a set of machine learning algorithms for data mining tasks. The algorithms can
either be applied directly to a data set or called from its own Java code. WEKA is more
than a program. It is a collection of interdependent programs in the same user interface,
which is mainly made up by: data pre-processing, classification, regression, clustering,
association rules and visualization, and it works for the development of machine
learning schemes [24]. In recent years it has been used for agricultural data analysis; in
some cases, for instance, to respond to whether a series of rules that model decision
factors in cattle sacrificing may be found [25]. WEKA’s basic characteristics are:

• Data pre-processing: As well as a native file format (ARFF), WEKA is compatible
with several other formats (for instance, CSV, ASCII Matlab files), and database
connectivity through JDBC.

• Classification: Classification is done with about 100 methods. Classifiers are divi-
ded in “Bayesian” methods, lazy methods (closest neighbor), rule-based methods
(decision charts, OneR, Ripper), learning threes, learning based on diverse functions
and methods. On the other hand, WEKA includes meta-classifiers, such as bagging,
boosting, stacking, multiple instance classifiers, and interfaces implemented in
Groovy and Jython.

• Clustering: unsupervised learning supported by several clustering schemes, such as
EMbased Mixture model, k-means, and several hierarchy clustering algorithms.

• Selection attribute: The set of attributed used is essential for the performance
classification. There are several selection criteria and search methods available.

• Data visualization: Data may be visually inspected representing attribute values
against class, or against other attribute values. There are visualization-specialized
tools for specific methods [26, 27].

Besides Hadoop, MongoDB and WEKA, there are other alternatives for the
management of big data deposits, such as the case of the Appliances. An Appliance
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may be defined as the application whose purpose is managing, collecting, and ana-
lyzing big amounts of data; this hardware and software is designed solely to carry out
these tasks. An example of this is the Oracle Big Data Appliance [28].

Why to choose MongoDB or Hadoop when both may fit without any issues in a
typical Big Data problem? Depending on the characteristics of the project to be carried
out tools could be chosen, but in some cases there is no need to choose between these
two tools. How to use MongoDB and Hadoop together? The way they may be com-
bined is using Hadoop for data processing and analysis, while MongoDB takes care of
real-time operative data storage.

Other tools such as WEKA and the Appliance-type ones are much more specific
and limited, which makes their selection to be done based on the solution requirements
for a determined issue.

5 Conclusions

Big Data is a concept that for some time has been used in the IT world, one that every
day, with the development of new technology, becomes stronger, since every moment
the amount of data produced increases, becoming the most accurate tool for data
research and business applications. This gives greater usability to Big Data as a whole
with Data Mining, since it is necessary to store and analyze this huge amount of data, to
translate them into information and knowledge so they generate a benefit.

According to what has been described about Big Data, an analysis on the viability
of implementing this technology in a given company shall be carried out, because not
all companies have the needed economic resources, infrastructure, and the necessary
trained personnel for this project, besides the fact that not all companies need Big Data
to be able to remain in the market. Moreover, most Big Data applications cannot be
successfully implemented, because of the companies’ privacy policies, because they do
not easily allow access to their data.

Within the context of Big Data, real-time data processing is a very difficult task,
since the size or complexity of Big Data exceeds the usual technical capabilities for
data capture, management, and processing within the limits of reasonable cost and
time. This data has brought forth new information architectures for intensive, real-time
data processing, such as the open code Apache Hadoop, a project that is executed in
high-performance clusters, which makes it necessary to be able to distinguish among
the different alternatives available for data analysis.
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Abstract. Internet of Things (IoT) is the technology that allows making
interconnections between devices and internet; its applications have been
developed to give answer to society’s needs and requirements. In the last years,
communities have gotten interested into incorporate this and some other
Information Technologies to the cities, to make of those Smart Cities. Currently,
applications just reply to particular necessities but general structures of IoT are
being developed to improve the Smart City functioning and there is where Big
Data (Classification and analysis of information) takes an important place inside
the architecture, because this area manages the complexity, quantity and the
variety of data for the right working of systems and the acquisition of classified
useful data in real time. This paper aims to explain the importance of Big Data
as Information Technology (IT) to organize and direct correctly the information
in complex systems as the involved in the development of the Smart Cities.

Keywords: Big Data � Architecture � Internet of Things (IoT) � Smart City

1 Introduction

The Internet of Things (IoT) is one of the leading technologies that is related o our
daily life, given that it can encourage different relations between humans and devices.
Focusing on the impact of this technology, the IoT looks for transforming traditional
cities into Smart Cities, what means that proper use of technologies and tools can result
in the correct management of the different areas that compose its structure [1].

The Internet of Everything’s idea is to allow interconnections and the correct
information flow that starts with recognition of data from labels or sensors incorporated
in gadgets identifying networks to be connected in any moment and to interact with
other devices [2, 3]. The applications developed around IoT are not just directed to an
individual final user, those look for ensuring the vital lines of the Smart Cities, which
means that guarantee the normal operation of the vital systems in the city [4] with
services like the water and energy supply, fire alarms [5] and some specialized
applications in other sectors like mobility with apps for parking place service to
identify the nearest parking place [6] and traffic control.

Currently, the Internet of things is getting importance keeping in mind that business
models have seen the need of using Information technologies to improve the different
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processes and make a better management of information, knowing that Big Data is a
concept that applies to data sets of extreme size which are beyond the ability of being
manipulated by manual techniques [7].

2 Methodology

Taking into account the research objective, authors have studied available data in order
to identify the general architecture of the Internet of Things for the Smart Cities and
which is the role of Big Data inside it. The present paper shows the importance of how
information technologies contribute to the development of cities, then it is presented a
conceptualization of IoT, Smart City and Big Data meaning. In the next sections, there
are the general architecture of IoT for the Smart Cities, the importance of Big Data to
manage information, its structure and which are the challenges in this area of
development.

3 Conceptualization

3.1 Internet of Things (IoT)

IoT’s concept was coined by Kevin Ashton in 1999 [8–10], when the viewpoint of a
broader device to device communication became a reality [2]. The Internet of things is
defined as a self-organizing system of unfettered devices which provide converged
systems that improve processes’ efficiency [11]. It also makes reference to the iden-
tifiable physical objects connected to internet [12], which allow to establish many kinds
of communication and sharing data with the use Information Technologies (IT), to offer
a variety of services by interconnecting virtual and physical things based on the
interoperability of Information and Communication Technologies (ICT) [13].

The Internet of things has some essential characteristics, given by the development
of some applications that respond to specific needs. However, it follows the next
objectives [14, 15] in search of getting “almost all connected”:

Convergence. Given by the possibility to process anything (any kind of informa-
tion – data, pictures, videos, etc.) with any device.
Communication. To be connected in any place and in any moment.
Connectivity. Means to be connected with any network in any path.
Content. From any context in anytime, without discrimination of content.
Computing. Accessible for anybody who knows how it works and without
restrictions of time (anytime).
Collections. A large variety of service (any service) for any kind of business.

3.2 Smart City

An Smart City is defined as the place or city that aims to do a better use of public
resources, for improving the city’s performance and increase quality of general services
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for citizens, reducing the operational cost of public management [16]. Its objective is to
achieve effectiveness and efficiency in the management of resources and to provide
services to cover general and some specific needs of society [17].

3.3 IoT Development in Smart Cities

There is not exactly information about when the Internet of Things started to work for
the Smart Cities, nevertheless, both concepts aim to make changes from the proper use
of technologies. The Internet of Everything platforms for Smart Cities has been
developed around public services like energy, water, air quality and transportation
(traffic) among others [17, 18]. Its vision in cities is to improve the ‘livability’, under
six principals which are: transportation choices, location and energy efficient, economic
competitiveness, target federal funding, align federal polices, and funding and enhance
exclusive characteristics from investment for communities [13].

3.4 Applications of IoT for Smart Cities

Different kinds of applications has been developed for Smart Cities, making use of
Information and Communication Technologies in their programming technologies
(ICT) [8], reason why the apps receive a classification not only by ICT usage but for
their nature and the current trends, as it is shown in the Table 1 (adapted of [16, 26]),
some of those applications are explained below.

Smart lighting. Developed from the need of making an efficient usage of the public
lighting resources [16], it is achieved with the use of sensors that point during the
day the illumination requirements [20]. It is the way modern to reduce the energy
consumption of the city, trying to get a system of adaptable street lighting [21].
Noise monitoring. It aims to detect different sources of noise through a tracking
service and data analysis of measurements to identify points of contamination in
determined areas, in real time [16].
Surveillance cameras. It was developed from the need of getting security’s
monitoring, in order to track questionable activities which can put in risk the
integrity or users. This application has presented some problems inasmuch that
people refuse to be monitored because of the violation of their privacy [22].

Table 1. Classification of applications for Smart Cities

Application classification of IoT for a Smart City

1 Smart lighting 6 Traffic control
2 Energy consumption 7 Smart parking
3 Noise monitoring 8 Structural health of buildings
4 Surveillance

cameras
9 Smart buildings

5 Management’s cost 10 Centralized and integrated system control
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3.5 Big Data

Big Data is the term that describes a set of non-structured and complex data which
come from sensors, social media, applications and devices that work with internet and
require of last technologies to storage, manage, analyze and visualize the information.

Big Data Analysis (BDA) is a way to innovate the marketing since it primarily
generates a global revolution in the use of mass media and devices, given that treatment
of data is going to create support processes which allow the integration of intelligent
systems [23], there upon BDA is implemented in order to deliver a better management
of massive data in real time.

Nowadays, Big Data is enabling that great aspects of human life be studied as
scientist and marketing area, given the volume of data generated daily and the analysis
of its complexity [24]. Its challenge is in convert generated data in tools that allow to
managers to solve problems acting rightly in decision making. [25].

4 IoT General Architecture for Smart Cities

The IoT pretends to interconnect devices to internet, following an information flow
from some points without which IoT framework couldn’t work in a Smart City:

Users. They are origin of informatics systems, thanks to their needs and information
(first data), frameworks are developed to offer them final processed (new) data [26].
Devices. Those are the physical medium to give and get information, with which
through touchable technologies it is possible to live connected and communicated.
Technologies. Used to read information and consolidate real data, those have many
physical interfaces (sensors, labels, codes), and software to process data.
Storage. Given by the cloud (Cloud Computing) that is defined as unlimited
storage, compute and network capabilities to integrate IoT devices and provide
elastic runtime infrastructure for IoT systems [27], improving the accessibility to
data [28].
Processing and classification. It is the link in which Big Data acts as an infor-
mation manager that explore and extract useful data for users in almost realtime
[28], because of the large amount of complex data originated from different sources
that exceed the capabilities of traditional data processing technologies [29].
Applications’ sectors. The applications of IoT for Smart Cities look for promoting
the correct working of public systems, therefore those have been developed in the
next areas: E-government, public services, health services, public safety, ITC
business implementation, traffic mobility, smart building and among others.

4.1 IoT Architecture for Smart Cities

Figure 1 explains the cycle of information flow in the Internet of Things general
structure for Smart Cities. The architecture is composed by the parts indicated above
for the general framework, making of users the beginning and the end of the cycle and
specifying the important elements of each component as explained before.
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4.2 Big Data Importance in the Sectors of Application

E-government. This field tries to attend the city’s necessities through strategies of
management of technologies and politics of procedure that guarantee the security of
transactions among companies and users, aiming to avoid the generation of ‘infor-
mation island’ effect and promoting the data security [15].

Public Services. The applications aim to get the optimization of traditional public
services [16]. Some common services that use this kind of technology’s platforms are:
Energy supply [30], public lighting, traffic control, cameras of monitoring [16], natural
gas [31] and water supply [18, 32], through the smart waste management [30]. Big
Data is represented by all measurements taken to register the consumption of users and
to make the correct charge for services to the users.

Public Safety. The development of systems for real-time monitoring look for
responding to accidents [33] or disaster events [34]. This area organize security systems
in order to improve life quality [12], providing methods of quick time response, pro-
tocols of security and facing users’ discuss about data privacy.

Health Services. With services like Tele-HealthCare [35] Healthcare for elders [12]
and eHealth [13], this is the most outstanding application field, because patients request
privacy of personal and sensitive information [22]. Big data in this field pretends to
avoid wrong diagnoses such as any action that put in risk patients’ lives.

Business Implementation of ICT. The development of apps response to business
demands from private and public sector, and seeks to integrate Information and
Communication Technologies for companies for reducing costs [36]. Privacy of Data is
the main challenge, because a loss of Big Data means huge losses for business.

Traffic Mobility. Applications like Smart Parking (to reduce time of search for
parking place [37]) and Smart Traffic (to get access to urban mobility and trans-
portation resources [33]) are developed to give answer to common traffic problems.
This data requires of careful analysis to reduce accidents and traffic jams.

Fig. 1. Information flow in IoT architecture for Smart Cities.
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Smart Building and Areas. As one of the most innovative areas, applications aim to
automate buildings for ensuring the physics security of buildings and users. Therefore,
applications guarantee that buildings be insulated against noise [38], excess of lighting
and other factors. Big Data is responsible of managing the points of factors that can
affect the well-being of users or the building structure.

5 Big Data in the Management of Information

Big Data is taking greater impulse in the administration of information because, it is
linked to cloud environments and to the correct data flow, to face the Smart City’s
challenges taking into account the massive data and the requirement of efficient sys-
tems (with velocity, variety, veracity, transference among other of Big Data) [24].

In the last years, the analysis of exact data generated links between the academy
and the industry to find ways for reducing energy consumption, traffic problems and air
contamination [39].

5.1 Big Data Structure

Big companies have the largest quantity of generated data, so those require a detailed
analysis of information for future developments, reason why Big Data is composed by
four V’s characteristics (Volume: Processes on data generates more data (classified),
therefore data need to be hold especially in a Smart City. [40], Velocity: Collecting and
processing data in accelerated rhythms with the guarantee of the constant information
flow, Variety: Accuracy of information with fundamental characteristics like quality of
data and management of metadata, and value of data: Extraction of meaningful infor-
mation of data sets, principally useful information for businesses [41]). [23, 25, 42] and
three E’s (Energy: requiere for the systems, exchange: of all kind of data, and empathy:
compatibility among).

5.2 Information Transmission in Big Data

The data follow has some behaviors according to its variety and volume:

Structured: Aligned data follow a specific pattern, then it is easier to manage
information through the usage of basic languages of programming.
Semi-Structured: Traditional techniques do not work for managing Big Data. It
requires of defined rules which define dynamic processes for the tracking of data.
Non-Structured: Its content does not have a specific pattern. The information is
generated from text, videos, social media and others. [24]

6 Big Data Challenges in the Architecture

The IoT platforms aim to integrated Information Technologies like Big Data and Data
Mining for improving the systems’ performance [43]. Some challenges and difficulties
of Big Data’s role in the Smart Cities are shown below:
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Principal worries: Data manipulation, storage availability, compatibility of sys-
tems, among others, attending to the autonomy and the adaptability of data for the
development of applications [44] specially in a Smart Cites.
Security and monitoring: To enhance users’ reliability, sensible data should be
protected and restricted to private access [45].
Technological development: It looks for reducing the heterogeneity between
operative systems and to face the energetic barriers of devices [46]. Emphasis is done
in the idea that the IoT and the Smart City could not exist with reliable data [19].
Standardization: In order to avoid the wrong usage of critical information [4], the
requirement is on the protection of sensible data and the use of it without autho-
rization [45, 46] have block the manipulation of existent IoT’s platforms.
Privacy: People does not feel entrusted with the idea of sharing personal data with
the world, they believe in technology but not in its managers [3, 47].

7 Concluding Remarks

Big Data as the management of information is one of the most important Information
Technologies applied to the IoT for the Smart Cities because without it, there were not
be possible to generate value in information, given that platforms lack of velocity to
process data, coverage to hold great volume of information and the ability of classi-
fying the data according with their variety. This paper showed a proposal of a general
architecture such as the important elements inside of Big Data structure to achieve
success applications of IoT in the Smart Cities from a general review.
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Abstract. This paper contains development of methods of improving
TV-watching experience using Machine Learning for Linear TV recom-
mendations. TV is a shared device, so the recommendations based on
taste of only one user, may not be sufficiently effective. This paper dis-
cusses how Data Mining viewing data to improve the effectiveness of
the advisory system. The main idea is to get new insights about the
users, thus creating new knowledge that can be used for more accurate
recommendations. This paper describes the methods of data mining on
watching TV subscribers, as well as measures the effectiveness of the use
of derived hypotheses in existing approaches to building recommender
systems. Usage of such recommender could completely transform the
TV advertisement and creates a new synergy between e-Business and
TV by defining who is in front of TV and what he likes. From the other
hand Smart TV allows user to make an order right from his TV-set
that dramatically improves conversion rates. Existing methods and new
method effectiveness are compared with offered approach by analyzing
real people content consumption during one year.

Keywords: Content recommenders · Linear TV · Smart TV · Machine
learning · Data mining

1 Introduction

Traditional television is gradually losing ground. According to latest studies
about 25 % of the total TV watching takes channel surfing. This routine is faced
by 900 million pay -TV customers all over the world. One of the reasons of it is the
outdated pattern of TV-watching that didn’t changed for 50 years: a customer
turn on the TV-channel, estimate is it good enough, and make a decision to
stay, or to try another channel. This pattern worked perfectly when there were
only 6–10 channels, but it takes too much time when there are hundreds of TV-
channels. In the new paradigm of TV-watching in the first place is subjected to
such characteristics of services as personal selection of content, interactivity and
instant start view.

Is it possible to use Machine Learning and process Big Data, to make
machines do this routine instead of human? Now there are several examples
c© Springer International Publishing Switzerland 2016
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of successful usage of recommender systems in VOD services. The most famous
case is recommender algorithm Cinematch made by Netflix. However, at present
the best part of commercial recommenders use heuristic methods which impact
in most cases insignificant for customers, thus it does not bring enough added
to a product. Moreover, the usage of ordinary machine learning algorithms is
complicated by the limitations of input devices, the novelty of TV-shows, pat-
terns of content consumption and the fact that TV-set is not a personal device,
it used by a whole family or household.

This paper aims to analyze customers requests for recommender systems and
define the most effective methods for linear TV recommendations using machine
learning.

2 Problem Formulations and Motivation

Developed recommendation system aims to improve user satisfaction of the pas-
sive consumption of video content on TVs with the delivery of content via broad-
band (OTT) and IPTV-network.

Development of recommendation systems always lies at the intersection of
several areas of knowledge. The origins of recommendation systems are in the
works for cognitive science [1], information retrieval [2], forecasting [3], as well as
a reference to the management and modeling of consumer choice in marketing.
Recommendation system took form as an independent area of the research in the
mid-90s of the twentieth century, when the researchers focused on the problems
associated with predicting user ratings. The most common problem with the
issuance of the recommendations was to assess the problem of the ratings of
various objects with which the user has not yet encountered. This assessment
was usually based on the ratings that the user assigned to other objects. If we
can assume which rating the user will put to this or that object, then we can
decide what to recommend to the user.

Formalizing the problem:
Let U - number of users and S - the set of all objects that can be recom-

mended (books, movies, restaurants etc.). Let h - a function that measures user
satisfaction, i.e. the extent to which a subject s like user u. Thus, for each user
u ∈ U we want to select an object s′ ∈ S that would maximize user satisfaction.
To put it more formally:

∀c ∈ C, s′ ∈ C = arg max
u∈U

h(u, s). (1)

Existing approaches to the recommenders can be divided into three large
groups.

3 Important Existing Approaches

3.1 Method of Content Filtering (Item-Based)

Content Filtering (item-based) involves the creation of user profiles and objects.
In order to take into account relevant recommendations of the object parame-
ters corresponding user preferences. The recommendation system objects are
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described using keywords (tags), and create a profile that characterizes its atti-
tude to certain objects.

In the item-based systems, the function of satisfaction h(u, s) user u of a
particular content item s is determined on the basis of information on user
satisfaction with the content item si ∈ S, which are “similar” to s. For example,
the recommendation system for films to recommend movies to the user u, the
system tries to understand what is common between the films having the user
previously praised highly. After that, the user will be recommended movies as
much as possible similar to the ones that the user has given high marks.

In fact, content that the user consumes forms a profile in the form of a plu-
rality of parameters characterizing the object s. As a parameter often, protrude
keywords corresponding weights for each object. Thus, the problem arises of how
to weigh these parameters. One of the most prominent ways to deter- mine the
weights of keywords in information retrieval is TF-IDF [2] measure.

In addition to the heuristic, these is based mostly on information retrieval
methods, other technology recommendations item-based and are widely used.
Examples include the use of a naive Bayesian classifier, and various machine
learning techniques, including clustering, decision trees and neural networks [4].
These techniques differ from information retrieval approaches in that they try
to predict user satisfaction, based on a heuristic formula, like the cosine factor,
rather than the model derived from data based on the use of mathematical
statistics and machine learning.

3.2 Collaborative Filtration (User-Based)

Collaborative filtering uses a well-known group of users preferences to predict
the unknown preference of another user. The basic assumption is that those
who are equally evaluated objects of any kind in the past tend to give a similar
assessment of other subjects in the future.

In contrast to the Item-based methods, User-based methods try to predict
user satisfaction with an object on the basis of how other users rate this item.
Those users u satisfaction of objects s h(u, s) is calculated on the basis of users
uj which for any signs are similar to u. An important feature here is that the
characteristics by which the user can be considered similar to the other users,
may go beyond the system. For example, social networking profiles or demo-
graphic information obtained explicitly, can be the basis to assess the similarity
of the new primary user of existing ones. This approach is often used to solve
“cold” start problem.

While the above-described techniques used to calculate the similarity between
users, Sarwar et al. [9] proposed to use the same technique, but to calculate the
correlation between the objects and obtain the ratings of them.

3.3 Hybrid Recommendation Systems

Hybrid recommendation systems are a combination of content filtering and
collaborative filtering. Some of recommendation systems use hybrid methods
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combining user-based and item-based methods that partially or completely neu-
tralize some of the disadvantages of each approach. You can select the following
ways of combining different approaches in hybrid systems of reference:

– the introduction of item-based and user-based methods separately and com-
bining them received from assessment;

– the introduction of some item-based settings in the user-based approach;
– the introduction of some user-based settings in the item-based approach;
– the creation of a general model, which uses parameters of both approaches.

One way to build hybrid recommender system is the implementation of two
independent item-based and user-based systems. Then there are two possible
scenarios. In the first, we can combine the ratings received from each system
using a linear combination of ratings [10] or the scheme described in [11]. The
second scenario is to use only one of the systems depending on what herein will
work better. For example, the system Daily Learner [12] selects recommender
systems, which can give a recommendation to the lowest level of error.

The most popular approach to this category of hybrid recommender systems -
a decrease of dimension for the group of content-based user profiles. For example,
in [13] uses a latent semantic analysis (LSA), to create user profiles Collaborative
representation, where the user profile is represented as a set of vectors, which
leads to a significant improvement in performance compared to pure item-based
approach.

Hybrid systems can also be supplemented by a variety of techniques, using a
knowledge base in order to improve the quality of advice and solve some typical
problems of recommender systems (new object, a cold start for the new user,
and the like).

Several authors in the works [11,13,15] compared the performance of hybrid
and pure item-based and user-based recommendation systems and show a defi-
nite advantage over the pure hybrid methods.

4 Big Data Processing to Improve Existing Approaches

The main purpose of the creating of the model is the answer to the question:
how, using modern advanced machine learning technology, automate, or at least
substantially improve the channel selection process? At the moment, there are
examples of successful application of recommender systems in video on demand
services. The most famous case - is Cinematch recommender from Netflix. How-
ever, at the moment most of the commercial recommender systems use heuristics
that improve the process of searching for transmission only slightly. In addition,
the use of standard algorithms of machine learning is complicated by the lim-
itations associated with the input device, the novelty of television programs,
patterns of content consumption and the fact that television is not a personal
device, it is used by all household members.

The idea is to use data mining for finding useful insights that could help
with recommendations. There are few major ways in improving recommenders
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accuracy. One of them is to segment single TV audience. TV is not a personal
device; it is watched by household that in most cases consists of several household
members with different tastes. Since many existing approaches specialized for
one-person recommendations, it is possible to make them work for linear TV
by adding auto-profiling feature. It is possible to use data mining methods for
getting insights about how many household members use a TV and automatically
determine who is in front of TV at the moment.

We took Total Broadcast rating (Rbrs) as a distance measure for our cluster-
ing. For any household (u) is different and, in general, is calculated as follows:

Rbrsu = Qsu + Psu, (2)

Qsu = Qsu−1 + asulsu +
n∑

i=1

(bsutisu + csuwisu), (3)

Psu =
m∑

j=1

(kjsutagjsu), (4)

where:

– ls ∈ {−1, 0, 1} and indicates the presence of a mark by the user that this
transfer him like or dislike;

– ti, wi ∈ {0, 1, 2, n, ,∞} and denote, respectively, how many times were used
pause and rewind within it (timeshift), and how many issues the user looked
through this transfer to the end;

– a,b,c,kj - the coefficients are calculated for each individual user on the basis
of how great value to the user preferences;

– i - the number of an episode;
– j - the number of a parameter;
– tagj - the value of parameters for TV-shows;
– s - the number of TV-show;
– n - the number of views made by user for all episodes of one TV-show;
– m - the number of parameters specific to a given TV-show;
– Qs - the own rating of a given TV-show;
– Ps - the sum of the weights of all the parameters of the transfer multiplied by

coefficients.

For each user (u) carry out clustering FOREL-like method of selecting the
cluster centers based on the start time of viewing.

The new thing in this approach is to calculate kj individually for each user by
machine learning. System look through users actions and measure how important
could be different factors for specific users. This approach allows simulating dif-
ferent tastes demonstrated by different users and creating TV-consuming model
for each user to formalize how the user makes his choice.

5 Results and Discussion

As the representatives of the classical approach using collaborative filtering algo-
rithms based on users and object-based. The study will take place on the data
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Fig. 1. Errors. The first launch. (Color figure online)

collected from more than 300,000 users of the Pay TV for 1 year of work. These
data provide a history of decision-making by the user on which TV-show to
watch, the order in which the channels have been submitted to it and user
actions according these TV-shows.

As a measure of efficiency is considered the number of actions that are nec-
essary for the user to find the most interesting programs for each method on
average.

The most interesting programs here and further we consider the transfer, the
user ultimately chose. We believe that the user has chosen the transfer, if it is:

Fig. 2. Errors. The second launch. (Color figure online)
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Fig. 3. Errors. The third launch. (Color figure online)

Fig. 4. Errors. The forth launch. (Color figure online)

– watched it for 5 min and looked through to the end (2 min);
– noted the transfer as a favorite;
– use a pause or rewind.

Users at any given time have access to 80 channels.
As a measure of effectiveness we use Error that means the number of action

user needs to do to reach the most interesting TV-show, the less is better.
At first launch, due to the lack of any history all systems equally ineffective.
Data accumulated over the week, it enough that each of methods significantly

reduces errors compared with random TV-shows ordering. As can be seen from
the chart, the offered method provides delivery much closer to what the user
wants to select, but the maximum error for users is still very large.
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For thirty days, all the algorithms have shown significant progress, compared
with 7 days. It is striking that the Item-Based approach, despite the significant
decrease in the average error continues to send some people almost in the middle
of the list.

The offered algorithm is slightly improved its results and, despite progress
on the part of the other two, still shows the best results both in the middle and
on the average maximum error.

6 Conclusion

The introduction of additional dimension that characterizes a user in terms of
the way of how he make the choice instead of just measuring what items he or
she prefers allowed to significantly improve results of recommender on the same
dataset.

The usage of content recommenders allows improving TV digital information
services and getting important insights about households watching TV. These
insights could be helpful in E-business areas such as marketing costs reduction
customer acquisition management. In addition, these insights could help to sig-
nificantly improve quality of digital information services in linear TV recommen-
dation system. That could be a good alternative to manual profile choice that
used by many TV-providers who offers recommendations to their customers.
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Abstract. Data models are a central piece in information systems, being the
relational data models very popular and extensively used. In Big Data, and due
to the characteristics of the NoSQL databases, the data modeling task is seen in
another perspective, as those databases are considered schema-free. Neverthe-
less, these databases also need data models that ensure the proper storage and
querying of the data. Considering the vast amount of relational databases and the
ever-increasing volume of data, the importance of data models in Big Data
increases. In this work, a specific set of rules is proposed for the automatic
transition between a traditional and a Big Data environment, considering two
specific objectives: the identification of a columnar data model for HBase
supporting operational needs and the identification of a tabular data model for
Hive supporting analytical needs. The obtained results show the applicability of
the proposed rules and their relevance for data modeling in Big Data
environments.

Keywords: Data model � Big Data � Data warehousing � NoSQL databases

1 Introduction

Organizations are constantly being challenged in several areas, and the challenges
emerge from the markets, stakeholders, information technologies, business needs,
among others. In what concerns information technologies, the evolution in the capacity
to collect, store and process data has started the need of developing new environments,
using different technologies, which require a redesign of the organizations’ information
systems, and their business intelligence and analytics capabilities [1].

Data models are a central piece in information systems design and development,
and their analytical capabilities, as they ensure that data needs are properly considered.
In a traditional organizational environment, the relational data models are very popular
and are defined following strict rules about the requirements these models should
consider. However, when we move to an emergent context like the one represented by
Big Data, and due to the characteristics of the NoSQL databases, the data modeling
task changes of perspective, as those databases are schema-free. This means that the
data model can change in runtime, due to the needs of data storage or analytical tasks.
The models, in this context, are designed considering the queries that need to be
answered [2]. Although schema-free, these databases do need data models that ensure
the proper storage of the data and their search with specific queries.
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If we think on the vast amount of relational databases already implemented and
foresee the need of transferring these databases to a columnar format, due to the
ever-increasing volume of data, for instance, the importance of data models in Big Data
increases. In contexts where we are expecting a fast transition from one environment to
the other, the proposal of objective rules for this transition will benefit the users and
will ensure proper data handling.

In this paper, a specific set of rules is proposed for a transition between a traditional
organizational environment and a Big Data environment, considering two specific
objectives: the identification of a columnar data model supporting operational needs
and the identification of a tabular data model supporting analytical needs, both in Big
Data contexts. While the first is suited to be implemented in a NoSQL database like
HBase, the second is the basis for the data warehouse storage of Hive.

This paper is organized as follows. Section 2 presents related work. Section 3
describes the definitions and rules proposed for the automatic transformation of models.
Section 4 uses a demonstration case to show the applicability of the proposed
approach. Section 5 concludes with some remarks and guidelines for future work.

2 Related Work

In a Big Data context, where NoSQL databases are usually used, logical data models
are schema-free, meaning that different rows in a table may have different data columns
(less rigid structures) or that the defined schema may change on runtime [3]. In
practical terms, those databases do have a data schema, but its definition follows a
different approach. Instead of reflecting the relevant entities in a particular domain and
the relationships between those entities, for instance, data schemas are defined having
into consideration the queries that need to be answered, being data replicated as many
times as needed, as long as the queries can be quickly answered. In this context, all
queries that need to be answered must be known in advance [4], which could be a
drawback if we consider analytical environments where data is available but the ana-
lytical needs depend on many different users and different contexts.

The work of [4] proposes an algorithm that automatically determines the most cost
efficient data structure for a selected subset of NoSQL data stores, where cost efficiency
is calculated based on the fees the developers need to pay in a cloud environment,
which charges users based on the size of the stored data and the queries that need to be
performed. This work uses the column-oriented data stores of Windows Azure
Table and Amazon DynamoDB. The proposed approach starts from a predefined
relational data schema and a set of queries, and performs automatic schema denor-
malization to find the optimal storage schema regarding a given query load. Also,
mappings from the original queries to the newly created schemas are provided [4]. In
this work, it is important to point out that queries must be known beforehand and that
the proposed algorithm performs heavy denormalization, not optimizing the different
number of generated data schemas.

Another work that proposes a heuristic-based approach for transforming a relational
database into a columnar database, for HBase, is [3], and includes two phases. In the
first one, three guidelines are used for transforming the relational database into the
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HBase schema. In the second one, relationships between the two schemas are
expressed and used to create a set of queries that transform the source relational data
into the target representation. In the first phase, the authors recognize that business
requirements and access/write patterns of the application are needed, and that this work
is done by application experts, not proposing a semi-automatic or automatic process for
dealing with the whole transformation.

The work of [5] recognizes that the design of big data warehouses differs con-
siderable from traditional data warehouses, as their schema should be based on novel
logical models that allow more flexibility than the relational model does. The authors
propose a design methodology for the representation of a multidimensional schema at
the logical level based on the key-value model. The proposed methodology is con-
sidered hybrid as integrates a data-driven approach design, using data repositories as
main source of information, and a requirements-driven approach design, using infor-
mation of the decision makers. In this case, the needs of decision makers are inves-
tigated, requiring additional information, besides input data models.

3 Data Schemas in Big Data Environments

With the advent of Big Data, the ability to collect, process and store data increases in a
context where NoSQL databases are schema-free, allowing the storage of huge
amounts of data without many concerns about the data structure. Those concerns
emerge later on a schema-on-read approach, in which data is parsed, formatted and
cleaned at runtime. Although having fewer concerns at the beginning of the collection
phase, this adds several tasks latter when there is the need to develop specific appli-
cations to analyze the data. At some point, these schema-free repositories need to be
transformed into some structured data model that allows data analysis by the users.

Considering that in a Big Data context there is the need to add structure to the data
when analytical tasks need to be performed, this paper proposes a transformation
process that leverages data modeling capabilities to the Big Data environment. The
advantage of the proposed approach is that it considers all the business needs expressed
in the operational data model that supports on-line transaction processing (OLTP) and
uses that information for identifying useful data schemas in Big Data when analytical
capabilities are needed. In this paper, a relational data model is used to automatically
identify the appropriate data models in a NoSQL context, using the columnar data
model of HBase and the tabular data model of Hive, here for a Big Data Warehouse
context (BDW). In an operational context, those columnar data models allow data
analysis in a real-time fashion, while the BDW allows analytical processes that run in a
periodic fashion.

3.1 From an Operational Data Model to a Columnar Model

A column-oriented database in a NoSQL context is constituted by a set of tables
defined row by row, but organized by groups of columns usually named column-
families. This organization is followed by HBase and makes a vertical partitioning of
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the data. Each column-family may contain a variable number of columns and allows
the lack of some columns between different rows of a same table [6]. Given this
context, following are presented definitions and rules to formalize the transformation of
a Relational Data Model to a Columnar Data Model.

Definition 1. A Relational Data Model, RDM ¼ ðE;A;RÞ, includes a set of entities
E ¼ fE1;E2; . . .;Eng, the corresponding attributes, A ¼ fA1;A2; . . .;Ang, where A1 is
the set of attributes for entity E1, A1 ¼ fA1

1;A
1
2; . . .;A

1
kg, and a set of relationships

among entities R ¼ fR1
1 cojcdð Þ;R1

2 cojcdð Þ; . . .;Rl
m cojcdð Þg, where Rl

m express a rela-
tionship between Em and El of cardinality co in the origin entity Em and cd in the
destination entity El. Cardinalities can be of type 1 : n, m : n or 1 : 1, with the optional
0 when needed.

Definition 2. A Columnar Data Model, CDM ¼ ðT ;CFÞ, includes a set of tables
T ¼ fT1; T2; . . .; Tng, where each table integrates a key and a set of column-families,
as Ti ¼ keyi;CF1; . . .;CFm

� �
. Each column-family integrates a set of columns rep-

resenting the atomic values to be stored, CF j ¼ C1
j ; . . .;C

k
j

n o
.

Rule CDM.1. Identification of Column-Families. The identification of column-
families of a CDM follows a two-step approach:

Rule CDM.1.1. Identification of Descriptive Column-Families. Each entity only
receiving cardinalities of 1 (co ¼ 1 and cd ¼ 1) in the RDM corresponds to a
descriptive column-family in the CDM, as this entity is used to complement the
description of other entities (entity usually derived from the normal forms). The
attributes of a descriptive column-family are constituted by the set of non-key attributes
(excluding primary or foreign keys) present in the corresponding entities in the RDM.

Rule CDM.1.2. Identification of Analytical Column-Families. All entities present in
the RDM and not identified by Rule CDM.1.1 as descriptive column-families, give
origin to analytical column-families integrating the indicators or measures that can be
analyzed considering the several descriptive column-families, as long as those entities
have attributes of the relationships they are representing, which means that besides keys
(primary or foreign), these entities need to integrate other attributes. The attributes of
analytical column-families are constituted by the set of non-key attributes (excluding
primary or foreign keys) present in the corresponding entities in the RDM.

Rule CDM.2. Identification of Tables. Two types of tables are proposed for a CDM
supporting an operational system:

Rule CDM.2.1. Descriptive Tables. Descriptive tables are those tables that support
specific data management tasks in an operational system. Correspond to the
column-families identified by Rule CDM.1.1.

Rule CDM.2.2. Analytical Tables. For the identification of the set of analytical tables
there is the need of identifying the data workflows present in the RDM and, from the set
of data workflows, those that are able to represent all the data circulating in the RDM.
For identifying the data workflows of a RDM, all entities receiving only cardinalities of 1
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(used to identify the descriptive column-families by Rule CDM.1.1) start a data
workflow following the 1:n relationships associated to it, and all other 1:n relationships
that follows. The data workflow ends when a n:1 relationship is found, meaning that it
was possible to join a coherent piece of information that is related with each other and
that was split in the RDM by the normalization forms. All identified workflows that are
not fully contained by other workflows give origin to analytical tables.

Rule CDM.3. Integration of Column-Families into Tables. A specific table inte-
grates a key, which is a very important component of a table in a CDM, and a set of
column-families, which may vary depending on the type of table.

Rule CDM.3.1. Column-Families of Descriptive Tables. A descriptive table
includes as a column-family, the column-family derived from the corresponding entity
in the RDM (Rule CDM.1.1).

Rule CDM.3.2. Column-Families of Analytical Tables. An analytical table includes
as column-families all the descriptive and analytical column-families associated with
the entities included in the data workflow that gave origin to a specific table.

Rule CDM.4. Definition of the Tables’ Key. A table’s key should be able to assure
an adequate performance throughout read and write access patterns from the applica-
tion. The key represents a set of one or more attributes (concatenated) that have the
potential to form a natural key that properly identifies each row in the CDM. This key
must serve the applications’ get, scan and put patterns, keeping them as short as
possible, while maintaining the potential for adequate access patterns [6]. The order in
which the attributes are concatenated plays a relevant role in the design of the key,
since HBase stores keys in a sorted order [7].

To exemplify the proposed rules, let us consider a small example in which the RDM
is represented by the relational data model depicted in Fig. 1.

Taking into consideration the rules expressed for the transformation of a RDM into
a CDM, the obtained model is depicted in Fig. 2, where the descriptive column-
families CustomersCF and ProductsCF (Rule CDM.1.1) are identified. By
Rule CDM.1.2, the analytical column-families OrdersCF and OrderProductsCF are
identified. For tables, the tables of the CDM include as descriptive tables CustomerT
and ProductsT (Rule CDM.2.1). For analytical tables, two data workflows are identi-
fied, one starting in Customers and ending in Products, and the other starting in
Products and ending in Orders (Rule CDM.2.2). However, as these workflows overlap,
being one completely contained by the other, the contained one must be ignored.

Fig. 1. Example of a RDM for orders
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This leads to the identification of one analytical table, here named as OrdersT. The
integration of the column-families in the corresponding tables is achieved following
Rule CDM.3. Rule CDM.4 must form a concatenated key obtained from the available
attributes, as shown in Fig. 2. In the case of the customers’ key, as well as in other
keys, it might be needed to use the inverse of the key (with regard to the Cus-
tomerTaxNum), to avoid the creation of hot regions in the storage cluster.

3.2 From a Columnar Model to a Tabular Data Model

In an analytical context for decision support, it is expected that the user could ask for
aggregates based on the available data. In this work, it is proposed that the data
warehouse model in the Big Data context, using Hive, be created based on the NoSQL
columnar model (CDM). Hive [8] is a data storage mechanism in Big Data environ-
ments used as a data warehousing software that facilitates querying and managing large
datasets that are in distributed storage [9]. Having the data in a distributed file system,
Hive adds structure to the data and allows querying through the use of the HiveQL
(Hive Query Language), a SQL-like language [10].

At this point, the CDM enables the derivation of a tabular data model that is
formally defined as follows.

Definition 3. A Tabular Data Model, TDM ¼ ðT;CÞ, includes a set of tables T ¼
fT1; T2; . . .; Tng, where each table integrates a set of columns, Ti ¼ C1; . . .;Cm

� �
,

storing the atomic values.

Rule TDM.1. Identification of Tables. All the analytical tables in a CDM give origin
to tables in the TDM, as those will include the relevant data for data analysis and
decision support.

Fig. 2. Resulting CDM for orders
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Rule TDM.2. Identification of Columns. The identification of columns for each table
identified by Rule TDM.1 follows a two-step approach.

Rule TDM.2.1. Identification of Descriptive Columns. The attributes that integrate
the several descriptive column-families of the CDM give origin to descriptive columns
of a table in the TDM.

Rule TDM.2.2. Identification of Analytical Columns. The attributes that integrate
the several analytical column-families of the CDM give origin to analytical columns of
a table in the TDM. As the TDM contains data that can be aggregated, the user can
adopt different aggregation functions as SUM, MIN, MAX, AVG or COUNT to
summarize the analytical columns.

Considering the example presented in previous subsection, one table is identified to
be included in the TDM (Fig. 3), OrdersT (Rule TDM.1). For OrdersT, the descriptive
attributes CustomerName, CustomerAge, CustomerGender, CustomerTaxNum, Date,
ProductName, ProductPrice and ProductSKU are identified as descriptive columns
(Rule TDM.2.1), while Quantity and OrderValue are identified as analytical columns
(Rule TDM.2.2). These analytical columns can now be manipulated in Hive, providing
different analytical perspectives with different aggregations.

4 Demonstration Case

This section presents a more complete example of the model transformations proposed
in this paper, for defining the data models in a Big Data environment taking into
consideration an operational data model expressed in relational data model. The RDM
used as starting point is presented in Fig. 4, from [11]. The model integrates eight
entities, several attributes, and the relationships among the entities.

From this data model, we will start by the rules expressed in Sect. 3.1 for the
identification of a columnar NoSQL data model. The descriptive column-families
present in the diagram of Fig. 4 are HotelsCF, POIsCF, GuestsCF and AmenitiesCF (Rule
CDM.1.1) as these entities only receive relationships with cardinality of 1. All other
entities in the model give origin to analytical column-families (Rule CDM.1.2), namely
RoomsCF and ReservationsCF (HotelPOIs and RoomAmenities are not identified as
column-families as they do not integrate other attributes besides keys). The attributes of
these column-families are the attributes of the corresponding entities in the RDM,
excluding the keys, either primary (PK) or foreign (FK) keys. Regarding Rule CDM.2,
the descriptive tables are HotelsT, POIsT, GuestsT and AmenitiesT associated with the
identified descriptive column-families (Rule CDM.2.1), while for the identification of
the analytical tables there is the need of identifying the data workflows of the RDM

Fig. 3. Resulting TDM for the orders
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(Rule CDM.2.2). Starting by all entities only receiving relationships with cardinalities
of 1, Fig. 5 presents the three identified data workflows, which lead to three analytical
tables from now on named ReservationsT, RoomAmenitiesT and HotelPOIsT.

Having identified the column-families and the several tables, it is now time to
assign to each table its respective column-families. Each descriptive table integrates a
column-family derived from its corresponding entity. For the analytical tables,
ReservationsT integrates four column-families, HotelsCF, RoomsCF, ReservationsCF and
GuestsCF, RoomAmenitiesT integrates two column-families, RoomsCF and AmenitiesCF,
and HotelPOIsT also integrates two column-families, HotelsCF and POIsCF. Figure 6
depicts the identified CDM with the seven resulting tables.

Looking to the obtained model, and comparing it with the one presented in [11], it
was possible to see that although both models present the same number of tables,
seven, they are organized in a different way. Nevertheless, both are able to answer the
same questions. At this point, it is important to mention that there are many possible
ways to organize a columnar data schema [11]. In this paper, we presented one that was

Fig. 4. RDM for the hotel’s demonstration case (Adapted from: [11])

Fig. 5. Data Workflows for the RDM
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obtained through an automatic process that aims to help the users or data modelers in
this task.

After the identification of the CDM, it is possible to proceed with the rules specified
in Sect. 3.2 for the identification of a TDM. In this model, given the characteristics of
Hive as a data warehouse for Big Data contexts, Rule TDM.1 allows the identification
of the Hive tables based on the analytical tables of the CDM, which leads to the
identification of ReservationsT, RoomAmenitiesT and HotelPOIsT. By Rule TDM.2,
these tables will integrate several descriptive columns derived from the descriptive
column-families HotelsCF, POIsCF, GuestsCF and AmenitiesCF (Rule TDM.2.1) and
analytical columns derived from the analytical column-families RoomsCF and Reser-
vationsCF (Rule TDM.2.2). For these analytical tables, Fig. 7 presents the obtained
TDM.

Fig. 6. CDM for the hotel’s demonstration case

Fig. 7. TDM for the hotel’s demonstration case
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5 Conclusions

This paper presented a specific set of rules in a two-step approach for identifying a
columnar data model suited to be implemented in HBase, and a tabular data model
prepared to be implemented in Hive. Both consider that there are organizational con-
texts where an operational database cannot continue to be supported by a relational
database in a traditional technological environment, and that the transition for a Big
Data context is needed. In this case, this work proposes the columnar data model for
supporting operational tasks, while the tabular data model can support analytical needs
in a data warehouse environment for Big Data.

As advantages of the proposed approach we point out that the process is fully
automatic, guiding the identification of the tables of the columnar data model, as well
as their column-families, using as input the information available in a relational data
model. Moreover, a process to generate the key of these tables is also suggested, due to
the importance of the key in searching for data. Using the information of the columnar
data model, the transition for a tabular data model is also addressed in an automatic
way. Besides these, it is an integrated process that considers all the data needs
expressed in the relational data model, ensuring that the business needs that were
initially modeled are still applicable.

As future work, it is planned the application of the proposed approach to a more
complex scenario, in order to complement this work. Other data models, like the one
supported by Cassandra, should also be considered, as well as other particular orga-
nizational needs that may be expressed in the relational data model used as input of the
proposed process.
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Abstract. In this era of big data analysis, mining results hold a very important
role. So, the data scientists need to be accurate enough with the tools, methods
and procedures while performing rule mining. The major issues faced by these
scientists are incremental mining and the huge amount of time that is virtually
required to finish the mining task. In this context, we propose a new rule mining
algorithm which mines the database in a probabilistic approach for finding
interesting relations. This paper also compares the new technique with the tra-
ditional Apriori, FP Growth and Eclat algorithms. The proposal has also been
tested against the various modified approaches of these algorithms. The proposed
algorithm finishes the task in O (n) in its best case analysis and in O (n log n) in its
worst case analysis. The algorithm also considers less frequent high priority
attributes for rule creation, thus makes sure the creation of valid mining rules.
The major issue of traditional algorithms was the generation of invalid rules,
longer running time and high memory utilizations. This could be remedied by
this new proposal. The algorithm was tested against various datasets and the
results were evaluated and compared with the traditional algorithm. The results
showed a peak performance improvement.

Keywords: Probabilistic mining � Association rules � Rule mining � Apriori
algorithm � Priority mining � Correlation mining

1 Introduction

Association rules are if-then statements, which help to uncover the vast relationship
between seemingly unrelated data [1]. It uses a combination of statistical analysis,
machine learning and database management to exhaustively explore the data to reveal
the complex relationships that exists. This work aims to provide all such details for
analysis through valid rule creation using a probabilistic mining approach. The process
begins by scanning the transactional database. Along with the scanning the probabilities
of each itemset is calculated and stored in a probabilistic array. Rules are created from
this array during mining. There are some itemsets which may be less frequent but having
a high impact in the database. All traditional algorithms prunes off such items in a very
early stage. But the proposed algorithm provides an extra threshold for less frequent
high priority itemsets thereby making them available for rule creation. The proposed
algorithm is compared with the traditional mining algorithm like Apriori, FP growth,
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and variations of these traditional algorithms. The performance of the algorithm is
evaluated asymptotically and the result obtained shows a peak improvement in the
validity of rules created. The algorithm was further tested with real time transactional
datasets and a comparison was drawn with the help of a trend analysis graph.

2 Literature Survey

Apriori algorithm put forward by Agrawal and Srikanth in 1993 was the most
promising work in this area [2]. It quoted the various aspects of Apriori algorithm.
Almost all association rule mining algorithms which were proposed after this holds the
Apriori principle stated by Agrawal in some way or the other. There have been a lot of
modified and advanced schemes proposed. Among them Zaki [3] introduced a new
algorithm for fast discovery of association rules. The proposal was of great impact, but
not all associated rules could be retrieved by this scheme. Association mining finds it
application in various fields like rule mining in genomics [4], for finding synthetic data
for testing market basket problem [5], for predictive analysis [6] etc. Apriori algorithm
was also implemented using hash table technique [7, 8]. The new proposal was efficient
but the time taken to complete the task was much higher. Hence while having a bulky
dataset, the algorithm fails miserably. Kryszkiewicz and Rybinski [9] during 2000
proposed a new algorithm which mines very large databases based on association rules
generation. But the time taken for mining was considerably large and it was not found
to be efficient. In 1999, Kosters [10] proposed a method to extract clusters based on the
Apriori algorithm. The method considers the highest possible order association rules. It
was a combined algorithm based on both the Apriori algorithm and rough set theory
(initially proposed by Lin [11]). Frequent pattern growth was another mining algo-
rithm. Christian Borgelt in his work [12] explains how mining task is carried out in the
FP tree. The memory utilization was not perfect and the system failed while handling
large database. There was an enhancement to the FP growth algorithm. Malik [13]
implemented an Enhanced FP Growth Algorithm, which was found to be more
improved on mining results.

3 Probabilistic Mining

Associations thus found are used in various streams of human day to day activities.
Market analysis, risk management, customer behavior, telecommunication, product and
catalogue design, store layout and even in inventory management association rules play
the vital role. These rules are created from transaction databases of tremendously high
order.

Apriori Property: This property states that, if we have a superset of all the frequent
item sets, then each item itself will be frequent. This is a thumb rule which is made
used while calculating the frequent items from a database.

Correlation Threshold: This is a new term introduced in this paper for obtaining
valid rules in less time complexity. This is actually a factor whose value lies between
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zero and one. This factor is required in order to maintain the flow of probability within
the itemsets. Equation 1 shows how to find the correlation threshold C0,

C0 ¼ ½aðP:minÞþ bðP:min � P:maxÞ�: ð1Þ

where P.min and P.max are the minimum and maximum probability of itemsets. The
value of the probability is found out from the probabilistic array. While checking the
formula, we have two constants a and b; these are termed as the correlation constants.
The values of these constants are obtained by calculating the mean of probabilities.
Normally the value of b; is initialized to the least probability of item set obtained from
the initial probabilistic array. We should always check the condition that, aþ b ¼ 1, in
all situations (probabilistic property). There can also be a question regarding why
minimum and maximum probabilities are used in finding correlation threshold. This
can be justified, while mining frequent items our aim is to obtain those item sets which
are very frequent. If we take the average of probability than minimum or maximum,
then there are chances that even the most frequent items gets eliminated or the least
frequent item to get included. By having the correlation factor, the algorithm’s per-
formance is also enhanced.

3.1 Derivation of Correlation Threshold Factor

By law of probability, if A1, A2, A3,…An be set of independent events, if P(Ai1Ai2…
Aik) = P(Ai1)P(Ai2)…P(Aik) for any k, then we can say that the events A1, A2,… An
are independent. In this work we make use of probabilistic array, if P1, P2,…Pn are the
independent probability of the item sets A1, A2,… An, then by law of probability the
chance that any two itemsets Ab and Ac appear in a single transaction can be given by
Pbc. If both itemsets are independent then probability is Pb*Pc. For a total correlation it
can be denoted by the minimum of Pb and Pc. i.e., Pb*Pc < Pbc < Pb. So, now to find
the probability of occurrence of itemsets in single transaction, we need to make use of
total correlation (Pb) and independent correlation (Pb*Pc). Let a be the total correlation
coefficient and b be the non-total coefficient. Thus we can conclude the final equation
as Pbc = a (Pb) + b (Pb * Pc).

Generalizing the equation we get, C0 ¼ ½aðP:minÞþ bðP:min � P:maxÞ�

3.2 Probabilistic Approach

The new proposal can be divided into two parts, first one is the frequent itemset gen-
eration and the second one is the rule creation phase. In the first phase of algorithm i.e. in
the candidate itemset generation phase, threshold has to be found out for all strong
associations in the database. The correlation threshold is a value between 0 and 1. The
value 1, suggests that the variables are highly interlinked and the value close to zero
mentions the dataset as highly independent. This correlation confirms the presence of all
itemset appearing in traditional Apriori in proposed algorithm. The proposed algorithm
is given in Algorithm 1.

488 H.S. Anand and S.S. Vinod Chandra



Algorithm 1 Probabilistic Approach
Input: Database D with n elements
Output: Frequent item, I and Rule S
Data structure Used: Probabilistic Array, PA0[n]
while (n!=NULL)

Scan the database D and input the probability of the n elements into PA0[n]
for( i = 0; i < n; i++)

Calculate correlation threshold Ci from PA0[n]
for (k = 0; k < n; k++)

if (C i=PAi[k])
update PAi+1[k]

for each frequent item set I of non empty array PAi[n]
if (Support(I)/Support(PAi[n] > c i)

generate rule s (I-PAi[n])

Database, D is first scanned. Next step is to initialize the probabilistic array PA[]. If
we have say, n elements in the database D, the array is initialized as, PA[n]. After
performing the first round of scan we get the probability of all 1-itemset. It is then
entered into the PA[n]. Next step is to find the correlation threshold straight from the
probabilistic array. This is done by using the Eq. (1). The value thus calculated is taken
as the minimum support threshold. All those items having a value less than the
threshold is pruned off. This process is repeated and the 2-itemsets are generated
similarly from the probabilistic array, PA[n] by finding new correlation threshold.
Repeated database scan which was the drawback of Apriori is being avoided as the
candidate itemset generation is done directly from the PA[n] and not by continuous
scanning of D. Thus by scanning database once, the probabilistic array is filled and all
the consecutive itemset generations are done from that array by checking the threshold.

Priority: In a database even the least frequent item can have a major impact in the
rules generated. In all association algorithms such infrequent items are pruned off
without much analysis. In this proposed work, the priority of all item sets is found and
it is analyzed with the frequency. After this analysis, if the item set is still invalid it is
eliminated or else it is considered for rule creation. For example, in case of serum
analysis for myocardial infarction level of Troponins will be elevated. But in normal
case its level in blood will be undetectable. All traditional mining algorithms prunes
such items in the primary step itself, thus its level or presence may not be available in
the final predicted rules. The maximum possible weight (Wmp): Let Y be a p-itemset,
and X is a superset of Y with the k-itemset (p < k). The maximum possible weight for
any k-itemset containing Y is defined as

WmpðY ; kÞ ¼ 1
k
ð

Xn

i:j2y; j¼1

wj þ
Xk�n

l¼1

wlÞ ð2Þ
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In Eq. 2, the first part is the average weight for the p-itemsets and the second part is
the average weight of the (k-p) maximum remaining itemsets.

Consider the following database in Table 1,

Table 1, provides the serum analysis report. The aim of our study is to find the most
frequent occurrences of Troponins, Creatine Kinase and Myoglobin. These are the
enzymes released during MI. If using the traditional scheme, it may provide the final
frequent item list as <Na, Mg, BS, UA>. This has nothing to predict with the MI. Now
let’s look how the proposed system works, starting with the probabilistic array, we
have Myoglobin with 5/11 and Mg, UA with 11/11. The initial threshold and the co
relational constant b is fixed at 5/11. Now Itemset-2 is generated from the initial
probabilistic array. From Eq. 1, we have the C1 = 44/121 = 0.3636. Now prune the
itemsets whose threshold is below C1. Algorithm continues till the final frequent items
are obtained. Figure 1 is the graph showing the comparison on the number of itemsets
produced by the traditional algorithm to the proposed system.

Table 1. Serum analysis database

Troponin Myoglobin Creatin Sodium Magnesium Calcium Sugar UA

1 0 1 0 1 1 0 1
1 1 1 0 1 1 0 1
0 1 1 1 1 0 1 1
1 0 0 1 1 0 1 1
1 1 0 0 1 1 0 1
1 0 0 1 1 0 1 1
0 0 1 1 1 0 1 1
1 1 1 0 1 1 1 1
1 0 1 1 1 0 1 1
1 0 1 0 1 1 0 1
0 1 0 1 1 0 1 1
1 0 1 0 1 1 0 1

Fig. 1. Itemset generation comparison (Color figure online)
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After the generation of Itemset-4, the proposed algorithm provides the mined
results as <T, M, C, Mg>, <T, M, Mg, Ca>, <T, C, Mg, Ca>, <T, C, Mg, BS>, <Na,
Mg, BS, UA>. Here the result has not pruned the presence of the most important
enzymes that released during MI, thereby helping the diagnosis. Thus results affirm that
even the least frequent but high priority itemset are included in rule formation making
the results valid.

Generate Rule: This is the second step of the algorithm, here all those rules above the
threshold T is calculated. Initially the rule set R is initialized to NULL. For each
frequent item obtained, the ratio of frequent item to its supporting item sets are found
out. If it is greater than the threshold, the rule is added to R. This process is continued
until all the frequent items are visited for rule creation. The support count for each set
for all combination needs to be found out using the support count Eq. 3 or 4.

Threshold ¼ SC Individual Itemsð Þ=SC Rule ItemSetð Þ ð3Þ

Threshold ¼ SC Individual Itemsð Þ=SC Conclusion ItemSetð Þ ð4Þ

3.3 Complexity Analysis

Time complexity of Apriori algorithm is the sum of time taken for generation of
frequent items and time taken for rule generation. For n transactions with m itemsets,
the time taken for frequent itemset generation is,

¼
Xm

i¼1

½ðni� ðmþ 1ÞÞþ ð
Xm�i

i¼0

ðni� 1ÞÞþ 1� ð5Þ

Similarly for rule generation the time complexity calculated as,

¼ ck1 þ ck2 þ . . .þ ckn

¼
Xk¼m

k¼1;j¼cm
k

½
Xi¼j

i¼1

C j
i �

¼
Xk¼m

k¼1

m
Xi¼j

i¼1

C j
i

ffi OðnÞ as n ! 1

ð6Þ

Thus total time complexity is the sum of (5) and (6),

ie:; O enð Þ as n ! 1 ð7Þ
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The analysis part clearly describes that the algorithm works in the linear order, O(n)
in the best case scenario, and even keeps the algorithm steady in O(n log n) in worst
case scenarios, which is far better than the competitor algorithms of the same genre.

3.4 Discussions

The proposed algorithm was tested against the traditional algorithms like FP growth
and Apriori. The results obtained are shown in the Table 2. The standard databases
available on the internet are used for the testing purposes. (Databases are available on
this link: http://fimi.ua.ac.be/data/). Time is represented in milliseconds.

A graphical trend comparison of the algorithms with increased size of itemsets and
records is provided in the graph (Fig. 2).

The algorithms work with relative time complexity when the size of dataset is
small. As the size increases, we can see Apriori gets to an indefinite working
loop. After a particular record size, the algorithm continuously delivers the last gen-
erated output, thereby creating an invalid rule. Even FP growth algorithm shows
indefinite halt signs during the last stage of cycle (the flat part of the graph). The
increase in sub-tree generation could be the major cause for this system halt while
working with large record size. Probabilistic mining, on the other hand shows a very
distinct performance improvement even with increases record size.

Table 2. Comparision of runtime against various databases

Min. support DB used Apriori algo. FP growth algo. Proposed algo.

25 % Chess 469 348 227
25 % Accidents 42356 22588 16289
25 % Mushroom 14432 4897 3189
25 % Retail 7739 4230 3912
25 % Webdocs 255650 225440 195230

Fig. 2. Graphical comparison (Color figure online)
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4 Conclusion

In this work a new association rule mining algorithm is put forward. It makes use of the
priority model. From the priority model a probabilistic approach is used for frequent
item mining and the rules are generated. The results are compared with the traditional
mining algorithms like Apriori and FP growth. Algorithm was also tested by the
datasets available in internet. Analysis of the algorithm in both time and space
dimension was seen to be bound within O (n) and O (n log n), which is very much
efficient than other mining algorithms. This proposal also helped to mine high priority
non-frequent items for rule creation. Probabilistic mining could be extended to market
basket analysis, single variable prediction and even to practical applications like fault
tolerance, estimation predictions and so on. A scheme for employing very large vertical
database mining could be seen as a future scope of this mining. Also, prioritizing
itemsets depending on the cluster centers can also be considered as an enhancement for
this method.
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Abstract. The big data is characterized by 4Vs (volume, velocity, vari-
ety, and variability). In this paper we focus on the velocity, but actually
it usually comes together with volume. It means, that the crucial problem
of the contemporary data analytics is to answer the question how to dis-
cover useful knowledge from fast incoming data. The paper presents an
online data stream classification method, which adapts the classification
with context to recognize incoming examples and additionally takes into
consideration the memory and processing time limitations. The proposed
method was evaluated on the real medical diagnosis task. The prelimi-
nary results of the experiments encourage us to continue works on the
proposed approach.

Keywords: Data stream · Classification with context · Pattern classi-
fication

1 Introduction

The analysis of huge volumes and fast arriving data is recently the focus of
intense research, because such methods could build a competitive advantage
of a given company. One of the useful approach is the data stream classifica-
tion, which is employed to solve problems related to discovery client preference
changes, spam filtering, fraud detection, and medical diagnosis to enumerate
only a few. Basically, there are two classifier design approaches:

– “build and use”, which firstly focuses on the training a model and then the
trained classifier makes a decision,

– “build, use, and improve”, which firstly tries to build a model quickly and
then, it uses the trained classifier to make a decision and tries to tune the
model parameters continuously.

The first approach is very traditional and may be used only under the assump-
tions that data used for training and being recognized comes from the same dis-
tribution and the number of training examples ensures that model is trained well
c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 497–504, 2016.
DOI: 10.1007/978-3-319-40973-3 50
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(i.e., it is not undertrained). Of course, for many practical tasks such assump-
tion could be accepted, nevertheless, many contemporary problems do not allow
to approve them and should take into consideration that the statistical depen-
dencies describing the classification task as prior probabilities and conditional
probability density functions could change. Additionally, we should respect the
fact that data may come very fast, what causes that it is impossible to label arriv-
ing examples manually by a human expert, but each object should be labeled by
a classifier. The first problem is called concept drift [1] and the efficient meth-
ods, which are able to deal with it, are still the focus of intense research, because
appearance of this phenomena may potentially cause a significant accuracy dete-
rioration of an exploiting classifier. Basically, the following approaches may be
considered to deal with the above problem:

– detecting the drift and retraining the classifier,
– rebuilding the model frequently, and
– adopting the classification model to changes.

In this work, we focus on the data stream without the drift or where the changes
are very slow, smooth, and not so significant. The proposed method will employ
the model build, use, and improve, i.e., it could be used to classify incoming
examples even in the case, if the classifier’s model still requires training. Thus, we
concentrate on the family of online learner algorithms that continuously update
the classifier parameters, while processing the incoming data. Not all types of
classifiers can act as online learners. Basically, they have to meet some basic
requirements [2]: (i) each object is processed only once in the course of training;
(ii) the memory and processing time are limited, and (iii) the training process
could be paused at any time, and its accuracy should not be lower than that of
a classifier trained on batch of data collected up to the given time.

In this research we adopt the online learning to the data stream classification,
but proposed model also takes into consideration additional information about
incoming objects. We assume, that each decision is not independent, but also
could depend on the previous classification. This situation is typical for medical
diagnosis, especially in the case of chronic disease diagnosis, as hypertension
diagnosis and therapy planing, or considered in this work, human acid-base state
recognition. For such diagnosis tasks not only the recent observations about
patient are taken into consideration while decision is made, but a doctor should
also consider a patient history as previous ordered therapies and diagnoses.

There are several works related to the recognition with context. The first work
was published by Raviv in 1967 [3], who employed the Markov chain model to
the character recognition. The “classification with context” has been promoted
especially by Toussaint [4] and Harallick [5]. It has been widely applied to the
several domains as image processing or medical diagnosis [6]. The main contri-
bution of this work is the proposition of the novel data stream classifier with
context, which makes a decision on the basis of a recent observations about the
incoming object and additionally takes into consideration the previous classifi-
cations. According to the restrictions of data stream analytics tools, it will use
the limited memory and computational time.
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2 Probabilistic Model of On-line Data Stream
Classification

As we mentioned before, in many pattern classification tasks there exist depen-
dencies among patterns to be classified, e.g., for character recognition (espe-
cially in the case if we have a prior knowledge, that the incoming characters
form words from a given language, then the probability of character appearance
depends of previous recognized sign), image classification, and chronic disease
diagnosis (where historical data plays the crucial role for high quality medical
assessment), to name only a few.

The formalization of classification task requires successively classified objects
are related one to another, but also could take into considerations the occurrence
of external factors changing the character of these relationships. Let’s illustrate
this task using an example of medical diagnosis. The aim of this task is to
classify the successive states of a patient. Each diagnosis could be the basis for
the certain therapeutic procedure. Thus, we obtain the closed-loop system, in
which the object under observation could be simultaneously subjected to control
(treatment) dependent on the classification.

In this research we do not take into consideration the control, which could
be recognized as the cause of the concept drift. As distinct from the traditional
concept drift model, where drift appears randomly, in this case the drift has
deterministic nature. In the future, we are going to extend the model by applying
the methods related to so-called recurrent concept drift [7].

Let us present the mathematical model of the online classifier with context
[4]. The online classification consists of the classification of a sequence of obser-
vations of the incoming objects. Let’s xn ∈ X ⊆ Rd denotes the feature vector
characterizing the nth object and jn ∈ M = {1, ...,M} be its label. The proba-
bilistic approach implies the assumption that xn and jn are the observed values of
a pair of random variables Xn and Jn. Let’s model the interdependence between
successive classifications as the first-order time-homogeneous Markov chain. Its
probabilistic characteristics, i.e., the transition probabilities and initial proba-
bilities are given by the following formulas, which describe the probability that
a given object belongs to class jn if the previous decision was jn−1.

pjn,jn−1 = P (Jn = jn|Jn−1 = jn−1,Jn−2 = jn−2, ...,J1 = j1)
= P (Jn = jn|Jn = jn) jn, jn−1, jn−2, ..., j1 ∈ M (1)

the transition probabilities form the transition matrix

P =

⎡

⎢⎢⎢⎣

p1,1 p1,2 · · · p1,M
p2,1 p2,2 · · · p2,M
...

. . .
...

pM,1 pM,2 · · · pM,M

⎤

⎥⎥⎥⎦ (2)

and initial probabilities



500 M. Woźniak and B. Cyganek

pj1 = P (J1 = j1), j1 ∈ M (3)

form the vector of initial probabilities

p =
[
p1 p2 · · · pM

]T (4)

We also assume that the probability distributions of the random variables Xn

and Jn exist and they are characterized by the conditional probability density
functions (CPDFs)

fi(xn), i ∈ M, xn ∈ X (5)

Additionally, the probability density functions f(xn|jn) exists and the
observed stream (sequence of observations) is conditionally independent, i.e.,

fn(xn|jn) =
n∏

k=1

f(xk|jk) =
n∏

k=1

fjk(xk) (6)

where xn = (x1, x2, ..., xn) and jn = (j1, j2, ..., jn).
The optimal classifier Ψ∗ makes a decision using the following formula1

Ψ∗(xn) = arg max
k∈M

p(k|xn) (7)

where the posterior probability

p(jn|xn) =
pjnfjn(xn)
M∑
k=1

pkfjn(xn)
(8)

could be calculated recursively

pjnfjn(xn) = fjn(xn)
M∑

jn−1=1

pjn,jn−1pjn−1f(xn−1|jn−1) (9)

with the initial condition

p(j1)f(x1|j1) = pj1fj1(x1) (10)

3 Proposed Algorithm

Let’s notice that the posterior probabilities using as the support functions could
be calculated recurrently, but for this calculations a knowledge about the CPDFs
is required. We propose the hybrid approach based mostly on non-parametric
estimation, which could be used in the chosen build, use and improve model, but
1 For so-called 0–1 loss function which returns 0 in the case of correct decision and 1

otherwise [8].
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in the case of new examples come, it requires to store them, what may break
the assumption about the memory limit. Because we have a limited memory at
our disposal, we store only a fixed number of the training examples using for
CPDF estimation and we update probability characteristics (transition and ini-
tial probabilities) continuously. Thus, the assumption about memory limitation
is fulfilled. To ensure that the classification model is updated, we add the new
incoming examples into training set only in the case, if their labels are available.
It is consistent with the assumption that expert is not always available. In the
future we can control which of the object should be labeled, e.g., using active
learning paradigm [9] as proposed in the previous works of the author [10], where
the decision about the labeling of an example is made on the basis of its distance
from a classifier decision boundary. In the case, if new example is stored, the
oldest example in the dataset is removed to ensure its fixed size of training set.
Such a procedure allows us to continuously updating the training and keeping
in the memory the examples which are most relevant to the recent concept.
The detailed description of the method is presented in Algorithm 1. To calculate
support functions we use the procedure inspired by the kn−Nearest Neighbor as
the CPDFs estimator [11], which pseudocode is presented in Algorithm2. Such a
method is not so computationally efficient, but for the fixed size of the training
set its processing time is predicable, what fulfills the condition related to the
processing time limitation.

4 Experiment

In order to study the performance of proposed algorithm and evaluate its use-
fulness to the computer-aided medical diagnosis, we carried out the computer
experiments on real dataset included observation of the patients suffering from
acid-base disorder. The human acid-base state (ABS) diagnosis task is related to
disorders in produce and elimination of H+ and CO2 by organism. During the
course of treatment, recognition of ABS is very important because pH stability
of physiological fluids is required. The ABS disorder has a dynamic charac-
ter and the current patient’s state depends on symptoms, previously applied
treatment and classification. The diagnosis of ABS as a pattern recognition
task includes the five classes: breathing acidosis, metabolic acidosis, breathing
alkalinity, metabolic alkalinity, normal state. The features contains the value
of the gasometric examination of blood as pCO2, concentration of HCO+

3 , pH
and applied treatment (respiration treatment, pharmacological treatment, or no
treatment). The dataset consists of the sequences of 78 patient observations (each
sequence includes from 7 to 25 successive records). The whole dataset includes
1170 observations which came from the Medical Academy of Wroclaw. Results
of experimental investigation are presented in Fig. 1.

The accuracy was evaluate not on the basis of a validation set, but we use
the schema called “test-and-train” [12]. Basically, firstly the fixed number of
the examples are used to build the first prototype of the classifier. Then each
incoming object n is used to improve the model, which is evaluated on the next
incoming example n + 1.
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Algorithm 1. Online Context-Based Algorithm
Require: initial data stream

InitDS = {(x1, j1), (x2, j2), ..., (xn, jn)}
N maximum number of stored examples N ≥ n
{training phase}
for i := 1 to M do

qi ← number of examples from InitDS which belong to class i
for j := 1 to M do

qi,j ← number of examples from InitDS which belong to class i and appeared
after object from class j, i.e., for a given k jk = i and jk−1 = j

end for
end for
{classification phase}
jp ← jn; k ← 0
repeat

k ← k + 1
xk ← read new object from the data stream
if k == 1 then

for i := 1 to M do
Fi ← qi

n+k
CPDF(xk, jk)

end for
else

for i := 1 to M do

F t
i ← CPDF (xk, jk)

M∑

j=1

(
qi,j
qi

Fi

)

end for
for i := 1 to M do

Fi ← F t
i

end for
end if
jk ← arg max

j∈M
Fj {returned label}

jp ← jk
if j∗

k - the real label of xk is known then
qj∗

k
← qj∗

k
+ 1; qjk∗,jp ← qj∗

k
,jp + 1

n ← n + 1; InitDS ← InitDS ∪ (xk, j
∗
k)

if n > N then
n ← n − 1; InitDS ← InitDS \ (x1, j1)

end if
reindex InitDS; jp ← j∗

k

end if
until end of the data stream

As we can see, the methods which take into consideration context outperform
the classifier which recognize objects independently. We can also observe, the
methods have also the asymptotic characteristic. The accuracy of the proposed
method a quite similar as the performance of the methods previously developer
and applied to the problem of the ABS diagnosis [13], but we have to underline,
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Algorithm 2. Support function based on kn Nearest Neighbor estimator
concept
Require: initial data stream

InitDS = {(x1, j1), (x2, j2), ..., (xn, jn)}
object x,class i

Ensure: CPDF (x, i) - support function for x and class i

CPDF (x, i) ← [
√

ki]

dist(x,[
√

ki]−nn)

{dist(x, [√ki] − nn) stands for distance between a given example x and [
√
ki]th

nearest neighbor and [] means entier}

Fig. 1. Dependencies between the length of the data stream and accuracy for online
classifier which does not take into consideration context (denoted as OLC-WC), and
online context-based classifier with initial training set size 50 and 70 (denoted OLC-w50
and OLC-w70 respectively).

that the proposed approach does not requires so much memory, because only part
of the data are stored. Of course we realize that the scope of the experiments was
limited, but the preliminary results of the experiments encourage us to continue
the work on the proposed methods in the future.

5 Final Remarks

The novel method of online classifier with context was presented in this work.
Its performance seems to be very promising, therefore we would like to continue
the work on the presented method. In the future we would like to include the
method which will be able to take into consideration the model parameter change
caused by the applied control. We are going to extend the model by applying the
methods related to so-called recurrent concept drift. Additionally, we consider
to retrain classifier using the batch mode, i.e., the model will be improved not
object by object, by on the basis of collected data chunk, what could decrease the
computational load of the algorithm. Finally, we are going to apply the classifier
ensemble approach to the proposed method, e.g., by training new individual
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classifier on the basis of each incoming data chunk or to improve the models of
the selected individuals in the classifier pool only.
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Abstract. An efficient and accurate algorithm for solving Helmholtz
equation in 1-D is presented in this paper. The key point of this work
is to derive the analytic form for the convolution of the Green’s func-
tion and a complex exponential function with a finite support domain.
A linear subtraction skill is introduced to improve the sampling efficiency.
Therefore, the convolution of any function with the Green’s function is
given in a semi-analytic form, which can be computed in a fast way with
the help of FFT or NUFFT.

Keywords: Helmholtz equation · Analytic convolution · FFT ·
NUFFT · Linear subtraction

1 Introduction

Helmholtz equation is often encountered in electromagnetics, seismology and
acoustics. For example, in inverse problems such as electromagnetics and
acoustics inversions, Helmholtz equation is usually needed to be solved in each
iteration according to the updated parameters. Normally, tens to hundreds of
iterations are required. Therefore, the effective solution of Helmholtz equation
is very important to improve the efficiency of relative algorithms.

Traditionally, in order to use FFT, both the source term and the Green’s
function should be discretized. These discretizations will introduce errors into the
final results. It is natural to improve the algorithms by using less discretizations
and more analytic results. In this paper, we propose a novel algorithm for solving
1-D Helmholtz equation. The key point of the proposed algorithm is to achieve
the convolution of any complex exponential function defined in a finite support
domain with the Green’s function analytically. Firstly, a linear subtraction skill
is implemented to the source term, which separate it into a piecewise linear part

C. Zhu—This work is supported in part by the National Natural Science Foundation
of China (NSFC) under Grants 61301008, 61304110 and 61301009, partly by the
Fundamental Research Funds for the Central Universities under Grant 20720150014
and 20720160081.
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and a continuous part. The convolution of the piecewise linear part with the
Green’s function is derived analytically. The continuous part is decomposed into
the summation of complex exponential functions by FFT or other numerical
discrete Fourier transform method [9]. Then the convolution of the source term
with the Green’s function is given in a semi-analytic form. This semi-analytic
form convolution can be computed by FFT or NUFFT. So the proposed method
is high accurate due to the analytic convolution and can be computed in a
fast way.

2 Problem Statement

This paper is concerned with the treatment of the Helmholtz equation in 1-D
below

∇2f(x) + k2
bf(x) = −s(x) (1)

where s(x) represents the source term, whose support domain is finite. A typical
method to solve the Helmholtz equation is to find its Green’s function g(x) in
free space first, and then to obtain the solution by convolving s(x) with the
Green’s function [5].

f(x) =
∫ +∞

−∞
g(x − x′)s(x′)dx′ (2)

For the 1-D case, the form of g(x) is well known as g(x) = − j
2kb

e−jkb|x|. The
computational complexity for direct numerical evaluation of the convolution is
O(N2), where N is the number of the sampling points. Algorithms have been
proposed based on FFT and convolution theorem [2] to accelerate this process,
which have reduced the computational complexity to O(N log N) [8]. This work
inherits this idea.

3 Green’s Function in Spectral Domain

In this work, the forward and backward Fourier transform in the following forms
are adopted as F (u) =

∫ +∞
−∞ f(x)e−j2πuxdx and f(x) =

∫ +∞
−∞ F (u)ej2πuxdu

where F (u) is called the Fourier transform of f(x). Generally, the Fourier trans-
form of the Green’s function [1], denoted as G(u) are given as G(u) = 1

4π2u2−k2
b

Denote u0 = kb

2π , it is easy to notice that G(u) has two singularities at u = ±u0. In
this work we will use the following form of G(u), which demonstrates the singu-
larities exactly in an explicit form G(u) = P 1

4π2u2−k2
b
+ 1

4jkb
[δ(u−u0)+δ(u+u0)].

whereP means the principle value. For convenience, “ F→” is used to represent
the forward Fourier transform in the rest of this work.
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4 The Analytic Convolution

4.1 The Linear Subtraction Skill

When using Fourier transform, one property should be noticed. The spectral of
a discontinuous function decreases very slow. When dealing with Fourier trans-
form in discrete ways, a narrow band is preferred to reduce both the number of
sampling points per wavelength and the bandwidth to be treated. Therefore, a
linear subtraction skill is implement to the source term s(x) first. This divide
the source term into a piecewise linear function and a continuous function. The
discretization is only required for the continuous function. The convolution of
the piecewise linear function with the Green’s function is derived analytically
below.

Denote a linear function defined in [x1, x2] as

f(x) =
{

ax + b, x ∈ [x1, x2]
0, else (3)

where a and b are constants. Then the convolution of f(x) with g(x) is

f(x) ∗ g(x) =
1

2jkb

∫ x2

x1

(aτ + b)e−jkb|x−τ |dτ (4)

=

⎧
⎪⎨

⎪⎩

∫ x

x1
(aτ + b)e−jkb(x−τ)dτ +

∫ x2

x
(aτ + b)ejkb(x−τ)dτ, x1 < x < x2∫ x2

x1
(aτ + b)ejkb(x−τ)dτ, x ≤ x1∫ x2

x1
(aτ + b)e−jkb(x−τ)dτ, x ≥ x2

(5)

This can be derived analytically as

f(x) ∗ g(x) =
a

2πk3
b

{−πsgn(x − x2)[sin(kb(x − x2)) − kb(x − x2)]

+ πsgn(x − x1)[sin(kb(x − x1)) − kb(x − x1)]}

+
a

k2
b

{x2sgn(x − x2) sin
2
(kb

x − x2

2
) − x1sgn(x − x1) sin

2
(kb

x − x1

2
)}

+
a

2jkb

{ x2 sin(kb(x2 − x)) − x1 sin(kb(x1 − x))

kb

+
cos(kb(x2 − x)) − cos(kb(x1 − x))

k2
b

}

− b

k2
b

{sgn(x − x1) sin
2
(kb

x − x1

2
) − sgn(x − x2) sin

2
(kb

x − x2

2
)}

+
b

2jk2
b

{sin(kb(x − x1)) − sin(kb(x − x2))} (6)

where sgn(x) is the Sign function.

4.2 The Analytic Convolution of a Complex Exponential Function
Defined in a Finite Support Domain with the Green’s Function

In this section, we will derive the convolution of a complex exponential function
defined in a finite support domain [p0, p1] with the Green’s function. Denote the
complex exponential function considered as ej2πukx

[p0,p1]
.
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According to G(u), it is easy to achieve the Fourier transform of ej2πukx
[p0,p1]

as

F [ej2πukx
[p0,p1]

] = ej2π(uk−u)p1−ej2π(uk−u)p0

j2π(uk−u) , where u0 = kb/(2π) as defined in Sect. 3.
For convenience, denote w = j2πu and wk = j2πuk.

According to the properties of Fourier transform, we can get the following
Fourier transform pairs. The cumbersome derivations are omitted here.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2jπ)n

2(n−1)!x
n−1sgn(x) F→ 1

un

jπsgn(x)ej2πu0x F→ jπsgn(x)ej2πu0x 1
u−u0

jπsgn(x)e−j2πu0x F→ 1
u+u0

g(x) F→ G(u)

(7)

and
⎧
⎪⎪⎨

⎪⎪⎩

1
2kb

sin(kb|x|) F→ 1
w2+k2

b
,

1
2 sgn(x) cos(kb|x|) F→ 1

w2+k2
b

1
2 sgn(x)ewkx F→ 1

w−wk

(8)

⎧
⎪⎨

⎪⎩

1
2(w2

k
+k2

b
)
[( wk

jkb
− sgn(x))e−jkb|x|] F→ − Aw+B

w2+k2
b

+ 1
4jkb

(δ(u − u0) + δ(u + u0))
1

wk−w
,

1
2(w2

k
+k2

b
)
sgn(x)ewkx F→ − C

wk−w

(9)

and
{

1
wk−w

1
w2+k2

b
= Aw+B

w2+k2
b

+ C
wk−w

A = C = 1
k2

b+w2
k
, B = wk

k2
b+w2

k

(10)

From (8), (9) and (10) there is h1(x) F→ 1
wk−wG(u), where

h1(x) =
1

2(w2
k + k2

b )
{[

wk

jkb
− sgn(x)]e−jkb|x| + sgn(x)ej2πukx} (11)

From the convolution theorem and the shift properties of Fourier transform [2],
the convolution of ej2πukx

[p0,p1]
with the Green’s function is

huk
(x) =ej2πukp1h1(x − p1) − ej2πukp0h1(x − p0)

=
1

w2
k + k2

b

{[
πuk

kb
− sgn(x − p1)

2
]e−jkb|x−p1|ej2πukb

− [
πuk

kb
− sgn(x − p0)

2
]e−jkb|x−p0|ej2πukp0}

+
1

2(w2
k + k2

b )
{[sgn(x − p1) − sgn(x − p0)]ej2πukx}
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5 A Novel Algorithm for Solving the Helmholtz Equation
in 1-D

The object of this work is to solve the Helmholtz equation in 1-D by computing
the convolution (2). A novel algorithm is demonstrated in this section base on
Sects. 3 and 4 above. The algorithm can be described below.
Step (1). Divide the source term s(x) into a continuous function s1(x) and a
piecewise continuous function s2(x).
Step (2). Approximate the continuous function s1(x) with a linear summation
of complex exponential functions ej2πukx as J1(x) ≈ ∑K/2−1

k=−K/2 βkej2πukx, where
uk = kΔu, K and βk are constants. Δu is the sampling interval in frequency
domain. This approximation can be obtained through FFT or other numerical
discrete Fourier transform method [6,9].
Step (3). Obtain the approximation of the convolution f1(x) = s1(x) ∗ g(x) as
f1(x) =

∑K/2−1
k=−K/2 βkhuk

(x).
Step (4). Obtain the convolution f2(x) = s2(x) ∗ g(x) following (6).
Step (5). Add f1(x) and f2(x) together to achieve the computing results of
convolution (2). Now let’s discuss step (3) and step (4) in detail. Denote

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

H1(k) = 1
k2

b−4π2u2
k
, H2(k) = πuk

kb
H1(k)

γk = βkH1(k), τk = βkH2(k)

h̃(x) =
K/2−1∑

k=−K/2

γkej2πukx, h̃1(x) =
K/2−1∑

k=−K/2

τkej2πukx

then there is

f1(x) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

[ 12 h̃(p1) + h̃1(p1)]ejkb(x−p1) + [− 1
2 h̃(p0) − h̃1(p0)]ejkb(x−p0),

x < p0
[12 h̃(p1) + h̃1(p1)]ejkb(x−p1) + [12 h̃(p0) − h̃1(p0)]e−jkb(x−p0) − h̃(x),

p0 < x < p1
[− 1

2 h̃(p1) + h̃1(p1)]e−jkb(x−p1) + [12 h̃(p0) − h̃1(p0)]e−jkb(x−p0),
x > p1

(12)
In computing, x should be discretized into {xn}N−1

n=0 . Denote N1, N2 and N3

as the number of xn in (−∞, p0), (p0, p1) and (p1,+∞), respectively. It can be
detected that the most time consuming part is that for the N2 points due to
term h(x) in (12). If xn is uniform, then h̃(x) can be computed through FFT
with the complexity of O((N2 + K) log(N2 + K)). If xn is nonuniform, then
h̃(x) can be computed through NUFFT [3,4,7] with the complexity O(N2q

2) +
O((N2 +mK) log(N2 +mK)), where O(N2q

2) is required only once for the same
positions of sampling, q is related to the digits of the accuracy and m is the
oversampling rate [3,4]. For the N1 and N3 points, which are outside the region
of the support domain of the source, the computing complexity is only O(K+N1)
and O(K + N3), respectively.
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6 Numerical Examples

This part is going to numerically verify the proposed algorithm and demonstrate:
(1) The advantage of linear subtraction and (2) the comparison of the proposed
algorithm with traditional one in which the Green’s function is discretized.
Example: In this example, we consider the solution for (1) with the source term
s(x) in (13).

s(x) =

⎧
⎪⎪⎨

⎪⎪⎩

(x
8 )2, 0 < x < 4

0.5 sin(8πx − 2
3π), 4 ≤ x < 8

4J2(15x − 1), 8 ≤ x < 10
0, else

(13)

J2(x) is the second order Bessel function of the first kind. First, N = 512 points
are uniformed sampled in [0, 10] for x to get the approximations with a linear
summation of complex exponential functions ej2πukx for s(x) and its continuous
part s1(x) with FFT at uk = kΔu, where k = −N

2 , · · · , N
2 − 1, Δu = 1

T and
T = 10. The results are shown in Figs. 1, 2 and 3. It is found from Fig. 1(a) and
(c) that the results without linear subtraction have less accuracy, which can be
detected obviously from the points marked by the red circles in Fig. 1(a). From
Fig. 1(b) and (d), we can also observe that linear subtraction helps to improve
the accuracy, and that the errors without linear subtraction are related with
the continuous property of the source term s(x), while the errors with linear
subtraction are not. This verifies the correction of the proposed algorithm and
illustrates the advantage of linear subtraction.

Fig. 1. Results by the proposed algorithm without and with linear subtraction. (a)
Solid and dotted lines are the results obtained by the proposed algorithm without
linear subtraction and accurate results, respectively; (b) Relative errors of the results
by the proposed algorithm without linear subtraction; (c) Solid and dotted lines are
the results obtained by the proposed algorithm with linear subtraction and accurate
results, respectively; (d) Relative errors of the results by the proposed algorithm with
linear subtraction. (Color figure online)
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Fig. 2. Results by the algorithm in which the Green’s function is discretized when
the number of u is 521. (a) Solid and dotted lines are the results obtained by the
algorithm in which the Green’s function is discretized and accurate results, respectively;
(b) Relative errors of the results by the algorithm in which the Green’s function is
discretized. (Color figure online)

Fig. 3. Results by the algorithm in which the Green’s function is discretized when
the number of u is 52100. (a) Solid and dotted lines are the results obtained by the
algorithm in which the Green’s function is discretized and accurate results, respectively;
(b) Relative errors of the results by the algorithm in which the Green’s function is
discretized. (Color figure online)

It is observed from Fig. 2 that with 512 sampled points of x and u, the results
when the Green’s function is discretized are far away from the real solution. It
is due to the singularities of the Green’s function in spectral domain at ±u0.
In order to get reasonable results, more u is needed. Figure 3 shows the results
when 51200 numbers of u are sampled. By comparing Fig. 3 with Fig. 1(d) and
(b), we can see that the proposed algorithm get more than 40dB accuracy with
only 1

100 numbers of sampling points.

7 Conclusions

Helmholtz equation is one of the important differential equations in engineer-
ing. An effective algorithm is presented in this work to solve the 1-D Helmholtz
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equation. The main contributions of this work are: (1) use linear subtraction
skill to reduce the number of sampling points in spectral domain; (2) derive
the analytical result for the convolution of a piecewise linear function with the
Green’s function of 1-D Helmholtz equation; (3) develop the analytical convolu-
tion of a complex exponential function defined in a finite support domain with
the Green’s function of 1-D Helmholtz equation; (4) format the convolution
results into a form that can be computed with the computational complexity
of O(N log N), where N is proportional to the scale of the problem considered.
Numerical example verified the proposed algorithm. It shows that with less com-
putational abundance, this new algorithm can obtain much high accurate results
than the algorithm in which the Green’s function is discretized.

References

1. Chew, W.C.: Waves and Fields in Inhomogeneous Media, vol. 522. IEEE Press,
New York (1995)

2. Chu, E.: Discrete and Continuous Fourier Transforms: Analysis, Applications and
Fast Algorithms. CRC Press, Boca Raton (2012)

3. Greengard, L., Lee, J.Y.: Accelerating the nonuniform fast Fourier transform. SIAM
Rev. 46(3), 443–454 (2004)

4. Liu, Q., Nguyen, N.: An accurate algorithm for nonuniform fast fourier transforms
(NUFFT’s). IEEE Microw. Guided Wave Lett. 8(1), 18–20 (1998)

5. Liu, Q.H., Lin, Y., Liu, J., Lee, J.H., Simsek, E.: A 3-D spectral integral method
(SIM) for surface integral equations. IEEE Microw. Wirel. Compon. Lett. 19(2),
62–64 (2009)

6. Liu, Y., Nie, Z., Liu, Q.H.: DIFFT: a fast and accurate algorithm for Fourier
transform integrals of discontinuous functions. IEEE Microw. Wirel. Compon. Lett.
18(11), 716–718 (2008)

7. Nguyen, N., Liu, Q.: The regular Fourier matrices and nonuniform fast fourier trans-
forms. SIAM J. Sci. Comput. 21, 283 (1999)

8. Yu, Z., Zhang, W., Liu, Q.: A mixed order stabilized bi-conjugate gradient FFT
method for magnetodielectric objects. IEEE Trans. Antennas Propag. 62(11), 5647–
5655 (2014)

9. Zhu, C.H., Liu, Q.H., Shen, Y., Liu, L.: A high accuracy conformal method for
evaluating the discontinuous Fourier transform. Prog. Electromagn. Res. 109, 425–
440 (2010)



Ensemble of One-Dimensional Classifiers
for Hyperspectral Image Analysis

Pawe�l Ksieniewicz, Bartosz Krawczyk(B), and Micha�l Woźniak
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Wybrzeże Wyspiańskiego 27, 50-370 Wroc�law, Poland

{pawel.ksieniewicz,bartosz.krawczyk,michal.wozniak}@pwr.edu.pl

Abstract. Remote sensing and hyperspectral data analysis are areas
offering wide range of valuable practical applications. However, they gen-
erate massive and complex data that is very difficult to be analyzed by
a human being. Therefore, methods for efficient data representation and
data mining are of high interest to these fields. In this paper we introduce
a novel pipeline for feature extraction and classification of hyperspectral
images. To obtain a compressed representation we propose to extract
a set of statistical-based properties from these images. This allows for
embedding feature space into fourteen channels, obtaining a significant
dimensionality reduction. These features are used as an input for the
ensemble learning based on minimal-distance classifiers. We introduce a
novel method for forming ensembles simple one dimensional classifiers.
They are constructed independently on a low-dimensional representa-
tion - a single classifier for each extracted feature. Then a voting pro-
cedure is being used to obtain the final decision. Extensive experiments
carried on a number of benchmarks images prove that using proposed
feature extraction and ensemble of simple classifiers can offer a signifi-
cant improvement in terms of classification accuracy when compared to
state-of-the-art methods.

Keywords: Ensemble learning · Hyperspectral imaging · Computer
vision · Feature extraction · Dimensionality reduction · Image classi-
fication

1 Introduction

Because we are living in big data century, therefore the efficient analytical tools
which can analyze the huge volume of multidimensional data are still focus of
intense research. One of the example of such a data is hyperspectral imaging,
which is widely used in agriculture, mineralogy etc.

Hyperspectral image is a collection of high-resolution monochromatic pic-
tures covering large spacial region for broad range of wavelengths. Structurally
it is a three-dimensional matrix of reflectance. First two dimensions are standard
lengths of a flat projection. The third is a spectral depth. Main idea of hyperspec-
tral imaging is minimization of range covered by every band with maximization
c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 513–520, 2016.
DOI: 10.1007/978-3-319-40973-3 52



514 P. Ksieniewicz et al.

of band number. The current industrial standard, aviris spectrometer, captures
images with 224 channels in range 0.4 − 2.5μm. A slice taken from hyperspec-
tral cube provides us information of reflectance of the area for a given spectral
band. Taking a vector alongside the spectral band axis provides us spectral sig-
nature, which carries information about reflectance of one particular pixel for
every covered spectral band.

As we deal with multi-class and high-dimensional problem, we require a
highly effective pattern classification system to be able to analyze such data [3].

In the remote sensing literature, many supervised and unsupervised classi-
fiers have been developed to tackle the hyperspectral data classification prob-
lem [2]. Unsupervised classification algorithms have the advantage of not requir-
ing labeled training samples, which limits the cost associated with the recogni-
tion process [11]. This comes at the price of highly limited class interpretabil-
ity of results. Therefore, supervised [4] and semi-supervised [14] classification
algorithms gained significant attention in remote sensing community. Recent
advances in hyperspectral image mining focus on the following vital issues:
(i) developing novel efficient image representations and low-dimensional embed-
dings [9], (ii) selecting the most information-rich spectral channels [8], (iii) target
detection [12] and (iv) proposing accurate machine learning methods for segmen-
tation and classification [6].

In this paper we propose a novel ensemble of simple classifiers based on
low-dimensional feature extraction method. We extract statistical properties of
hyperspectral image by calculating a set of 14 measures that are able to suffi-
ciently describe the properties of a given scene. This allows us to significantly
simplify the problem by an universal dimensionality reduction technique. Then
a classifier committee is being constructed on the new feature space. We pro-
pose to form a pool of simple minimal-distance classifiers where each uses a
single statistical feature extracted in the previous step. This way we obtain a set
of highly independent base learners, each working in a simple one-dimensional
space. A voting procedure is applied to combine their individual outputs and
obtain a final decision. This method allows us to explore local properties of each
feature, introduces a diversity among base classifiers and offers a highly parallel
architecture for high-speed hypespectral image processing.

In the following sections we will present the details of the proposed fea-
ture extraction and classification framework and detailed results of experimental
study to prove the effectiveness of our approach.

2 Low-Dimensional Feature Extraction for Hyperspectral
Images

We propose a novel method for simultaneous feature extraction and low-
dimensional embedding of hyperspectral images. It is based on the idea of creat-
ing a new representation, evolving from human color perception, preserving as
much information as possible, with simple, time efficient computations.
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We are interpreting the matrix of cone cells reacting on same wavelengths
as a transformation, projecting three-dimensional input onto two-dimensional
result. Hyperspectral imaging is there a discrete form of this three-dimensional
input, which provides enough data to acquire other transformation functions. So
created artificial cone cells matrixes will generate our statistical features.

New proposition is a significant extension of our previous proposal [5], intro-
ducing procedure of spatial blurring, normalization and histogram equalization.
Also the extended set of statistical features is proposed.

The procedure run as follows. At the start, the class edges are recognized and
calculated. Next, the collection of side information produced during first step,
lets us to generate a filter for noisy bands of image. Next the features of filtered
image are computed and, at the end, they are prepared for classification.

2.1 Noise Detection

A value denivelation in finite neighborhood of every pixel can be used to detect
borders between non-texture areas of picture. A side effect of this method is the
measurement of entropy (H̄), calculated from amount of all values (ρ) divided
by calculation of pixels per layer (ppl).

H̄ =
∑

ρ

ppl
(1)

While every hyperspectral cube contains wavelengths with high noise ratio,
adequate threshold to drain most of them would be a mean value of entropy. To
separate hills of entropy changes we are using information about its dynamics.
An vector of dynamics was made in a way analogous to edge detection, by
calculating discrepancy between actual (H̄) and next value (H̄ ′) on the vector
of entropy.

D̄H = |H̄ − H̄ ′| (2)

Mean dynamics filter was generated in an analogous way as the one for
entropy. Concluding filter was the blend of mean entropy and mean dynamics
filters.

2.2 Feature Computation

Filtering out the noise makes possible an effective usage of simple statistical
operations like maximum or minimum, and improve the precision of average,
mean, mode or median value. We have proposed a set of fourteen features:
red/green/blue channels from pseudocolor hsv2rgb conversion, lowest/highest
values in signature and their indexes, mean/median values of signature, differ-
ence between highest and lowest values in signature and distance between their
indexes, and standard deviation/variance/mode of signature values.
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2.3 Preparing Features for Classification

Some statistical features are giving us clear information, enough to distin-
guish classes in data, while some of them seems completely useless. To extract,
boost and stabilize data coming from them, we have added three more steps of
processing.

To stabilize information, we used the anisotropic diffusion [10]. Normalization
paired with histogram equalization brought us more contrast and extraction of
sparse values.

3 Ensemble of One-Dimensional Classifiers

The features described in the previous Section could be used as a direct input
for any type of classifier. However, one should notice that they display two
interesting properties: are informative on their own and are highly independent.
These observations serve as a motivation for a more imaginative use of these
features for forming an ensemble classifier.

We propose to construct a committee of simple learners, where each base
model is constructed on a one-dimensional space consisting of a selected feature.
This way we obtain an ensemble of 14 individual classifiers.

Let us now discuss the advantages of such an approach. By utilizing a single
dimension we construct a simplified classifier working in a much more efficient
space than when using all of hyperspectral bands. This alleviates the difficulty of
the classification process and leads to simpler decision boundaries. Additionally,
as our features are independent from each other the constructed pool displays a
high diversity which translates into an efficient performance of the ensemble [13].
Each base classifier has a highly reduced complexity, while being mutually com-
plementary to remaining learners. This way we are able to take advantage of new,
informative features that are also robust to noise. This allows us to train base
classifiers on a denoised, low-dimensional feature space which boost their perfor-
mance. As such one-dimensional classifiers can be considered as weak learners
then ensemble architecture should be able to improve their collective perfor-
mance. Additionally, our proposal is characterized by a highly parallel structure
that may contribute to the computational effectiveness.

One should note that there are no limitations on what type of base classifier
and combination of individual outputs is being used. For this paper we propose
to utilize minimal-distance nearest neighbor learner and combine them using a
majority voting scheme.

4 Experimental Study

The aim of the experimental study was to examine the usefulness of the proposed
ensemble learning algorithm for the task of hyperspectral image analysis.
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4.1 Datasets

In experiments we are using hyperspectral imaging database provided by Group
of the Computational Intelligence from Universidad del Pais Vasco (upv/ehu)1.
It consists of seven images described by ground truth maps.

– Salinas scene, collected by the aviris sensor over Salinas Valley, California,
with high spatial resolution (3.7-meter pixels). It includes vegetables, bare
soils, and vineyard fields. Resolution 512 × 217, 224 bands, 16 classes.

– Pavia University, acquired by the rosis sensor during a flight campaign
over Pavia, nothern Italy. Resolution 610 × 610, 103 bands, 9 classes.

– Botswana, acquired by the NASA EO-1 over the Okavango Delta, Botswana
in 2001-2004. Resolution 256 × 1476, 242 bands, 14 classes.

– Kennedy Space Center, acquired by aviris sensor over the Kennedy Space
Center, Florida, on March 23, 1996. Resolution 614 × 512, 224 bands, 14
classes.

4.2 Set-Up

For the experiments we decided to compare our proposed ensemble (ODE-NN)
with standard nearest neighbor classifier (NN) and three popular ensembles:
Random Forests, Rotation Forest using decision trees and Rotation Forest using
nearest neighbor classifiers. Details of parameters used for these classifiers are
given in Table 1.

Table 1. Details of classifier parameters used in the experiments.

Algorithm Parameters

NN distance = Euclidean

Random Forest no. of trees ∈ [10,30,50,· · · ,210]

no. of features in split ∈ [3,5,7,· · · ,15]

max. depth ∈ [3,5,7,9]

Rotation Forest no. of classifiers ∈ [10,30,50,· · · ,210]

feature extraction = PCA

no. of principal components uses = first 10 %

base classifier = unpruned C5.0 or NN

ODE-NN no. of classifiers = no. of extracted statistical features = 14

base classifier = NN

classifier combination = majority voting

We use a 5x2 fold CV combined F-test [1] for simultaneous training/testing
and pairwise statistical analysis. It repeats two times five-fold cross-validation.
1 http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral Remote Sensing

Scenes.

http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes.
http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes.
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The combined F-test is conducted by comparison of all versus all in order to check
if differences in performance measures between two classifiers are statistically
significant.

Parameters of classifiers were established using an internal 3 fold CV.

4.3 Experimental Results and Discussion

The results with the respect to accuracy are presented in Table 2.

Table 2. Results of the experimental results with the respect to the accuracy [%]
and the statistical significance. Small numbers under the proposed method stand for
indexes of classifiers from which it was statistically significantly better. The bolded
results stands for the highest accuracy for a given dataset.

Dataset NN1 Random Forest2 Rotation Forest3 Rotation
Forest-NN4

ODE-NN

Salinas 69.34 73.45 74.45 74.18 76.621,2,3,4

Pavia 86.46 95.64 97.03 97.18 98.651,2,3,4

Botswana 91.42 98.01 97.15 97.43 95.291

KSC 84.93 91.60 92.28 92.02 94.151,2,3,4

Let us now take a look into the obtained results.
To no surprise the standard NN classifier fails to deliver satisfactory results

for the task of hyperspectral image analysis. This can be explained by a high-
dimensional nature of images, high number of pixels, lack of clear class borders
and noise present in some of the channels. All of these factors deteriorates the
performance of a minimal-distance classifier, proving numerous scientific reports
on its lack of applicability in discussed pattern classification task.

The examined ensembles that are popular in the hyperspectral literature
(Random Forest and Rotation Forest) are able to handle given pixel-based rep-
resentation much more efficiently. This can be explained by their ability to reduce
the dimensionality for each base classifier either by random feature drawing or
using feature transformation and retaining a reduced number of principal com-
ponents. Additionally, they are able to tackle the large number of training pixels
by using bootstrap aggregation to reduce the size of training sets for each base
learner. However, they are not robust to feature noise (common in hyperspectral
domain) which may affect their performance [7]. What is interesting is the fact of
good performance of Rotation Forest when used with NN classifiers. This shows
the flexibility of this ensemble as it can be used not only with decision trees.
For two datasets we are able to obtain a small gain in accuracy which shows the
importance of selecting a proper base classifier for Rotation Forest.
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The proposed ensemble of simple one-dimensional classifiers is able to out-
perform all of reference methods in a statistically significant way for three out
of four datasets. This satisfactory performance can be contributed to several
factors. First of all each base classifier is trained on the basis of only a single fea-
ture. This significantly simplifies its decision domain in comparison to reference
methods (both decision forests are not able to achieve such high dimension-
ality reduction). Using one of 14 extracted statistical features guarantees that
each base learner uses information-rich space efficiently describing properties of
a given hyperspectral image. Additionally, extracted metric are robust to noise
which allows to build noise-insensitive learners. By delegating a single classifier
to each of the features independently we improve the diversity of our ensemble
which directly contributes to its efficacy. By the proposed hybridization of effi-
cient feature extraction approach with simple and diverse classifiers we are able
to achieve very good recognition rates for complex and multi-class hyperspectral
data.

5 Concluding Remarks

In this paper we have proposed a novel framework for efficient hyperspectral
image analysis. It combined a low-dimensional feature extraction with an ensem-
ble of simple and diverse minimal-distance classifiers.

We proposed to extract features from pixel-based image representation using
a set of statistical properties of a given image. It allowed for a low-dimensional
embedding of the original feature space, thus reducing he complexity of analyzed
data. We showed how to compute 14 metrics from any hyperspectral image
and process them to improve their discriminatory power. The proposed feature
construction step allowed to alleviate the influence of noisy bands on the quality
of hyperspectral data.

On the basis of these features we proposed to form an ensemble of classifiers.
Each learner utilized a single feature to obtain a local specialization and diversity
among pool members. This way we formed a set of simplified classifiers where
each of them worked in the smallest possible new feature space. We showed
that their voting-based combination may lead to a highly efficient classification.
Additionally, the introduced architecture is highly parallel.

In the future we plan to investigate different base classifiers, combination
methods and construct new base classifiers that maintain a trade-off between
exploring combinations of features and very small dimensionality of their decision
spaces.
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Pan, J.-S., Woźniak, M., Quintian, H., Corchado, E. (eds.) HAIS 2014. LNCS, vol.
8480, pp. 274–284. Springer, Heidelberg (2014)

6. Ksieniewicz, P., Jankowski, D., Ayerdi, B., Jackowski, K., Graña, M., Woźniak,
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Abstract. This article contains an Internet description of things and its appli-
cations to the industry, the principles on which it is based, the elements and
technologies available to achieve communication between people and objects
and applications that have been developed in different areas and demonstrating
the importance of the implementation of this current. Also there describes a
monitoring prototype developed under the frame of the Internet of Things and
implemented through the microcomputer Raspberry Pi, a cloud storage server
and a mobile device.
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1 Introduction

The industrial Internet of Things (IIoT) is connecting the machines between themselves
with the physical world of the sensors, more and more omnipresent, there increasing
the speed of the business and the development of the industrialist of exponential form.

The IIoT goes beyond the communication M2M, it is a question of the connectivity
of the sensors, devices and machines across Internet. It comprises the connection of
industrial networks and of services with different infrastructures of storage of informa-
tion across the rendering of service of software and its autonomous control in the cloud.

Under the philosophy of ubiquitous communication and machine to machine com-
munication, internet of things is defined as a set of technologies designed to allow the
connection of heterogeneous objects trough different networks and communication
methods; its main objective is to position intelligent devices in different locations to
capture, store, andmanage information to be accessible anywhere in theworld for anyone.

2 What Is Internet of Things?

Internet of Things or IoT was proposed and developed by the laboratory network
worldwide research in the field of internet of things, Auto-ID Labs, in 1999; IoT is a
network based on radio frequency identification, linking objects by sensing devices and
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Internet [1]. Thus it is possible to characterize in real-time any type of electronic device
and/or environmental element. Internet of Things as network can touch any object and
body through middlemen links. This network has the means available to achieve data
collection anytime and transfer information via communication networks for its pro-
cessing through cloud computing or smart computing [1].

Tan and Wang [2] provide that the Internet of Things is the direct future of
computing and communications. For its development is necessary the combination of
different and innovative technologies as support; these technologies are defined like
[3]:

• Wireless tracking and Technology.
• Technology sensors for detecting elements in the environment.
• Intelligent technologies such as intelligent materials and intelligent networks.
• Miniaturization technologies to reduce objects.

3 Characteristics of Internet of Things

Internet of Things is the result of new technologies and several complementary tech-
nical developments that provide capabilities that collectively help to bridge the gap
between the virtual and physical world [4]. These capabilities include:

• Communication and cooperation: the objects have the ability to interface with the
resources of the internet and even each other to make use of the data, services and
update their status; in this measure, the wireless technologies such as GSM and
UMTS, Wi-Fi, Bluetooth, ZigBee are highly relevant.

• Addressing capability: the objects in Internet of Things can be located and con-
figured remotely.

• Identification: the objects can be uniquely identified through RFID technology
(Radio Frequency Identification), NFC (Near Field Communication) and barcode
scanning.

• Perception: the objects may collect information about its environment through
sensors that can record this information, send it or react to this.

• Information processing: the smart objects have storage capacity and have a pro-
cessor that allows you to interpret information.

• Location: the smart things have knowledge of their physical location or can be
easily located. This is achieved with technologies such as GPS (Global Positioning
System) or the mobile network.

• User Interfaces: the smart objects can properly communicate with people (either
directly or indirectly, for example through a smartphone). Here are critical new
interaction paradigms as tangible user interfaces, flexible displays based on poly-
mers or methods of speech recognition, pictures or gestures.
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4 Principles of Internet of Things

4.1 Ubiquitous Computing

Ubiquitous computing emerged in early 1990 by Mark Weiser. This concept is defined
as a method for improving computer use effectively making it invisible to the user and
is mainly characterized by the connection of things to computing [5]; thus the people it
can focus solely on the task and not the tool [6].

Ubiquitous computing or UbiComp has two main objectives: (a) reduce the amount
of attention that users invest in their devices and (b) create the necessary interfaces to
access any information at any time and any place [7].

The concept of ubiquitous computing is a paradigm shift from a traditional view of
computing. This new trend of information and communication technologies is based on
miniaturization, thanks to that mobile devices and smart devices have become essential
but invisible elements in the daily lives of anyone; such devices are equipped with
sensors and communication systems which allow them to interact with the environment
to collect information and then share it with someone, i.e. ubiquitous computing
enables access to all kinds of information for anything anywhere. Currently the
emphasis of studies related to ubiquitous computing refers to the practical uses that
may develop within different social and work environments [8].

It is also possible to classify the application environment of UbiComp depending
on the work being performed; There are four general classifications [7].

• Creative environments: generating ideas relating to products or projects, flexible
connectivity for input and output devices necessary.

• Meeting Environments: support tools that enable the integration of persons pro-
viding the explanation of ideas and viewpoints (electric whiteboards, wireless
projectors, etc.).

• Smart environments: gifted everyday spaces of intelligent tools for analysis and
observation of the environment and automatically act according to certain preset
parameters (dedicated to facilitate user operations).

• Environmental settings: settings are fully integrated with connected wireless net-
works and allow intelligently control the information required by the user friendly
interface devices.

4.2 Machine to Machine Communications

Machine to Machine Communications (M2M) is the combination of information
technology and communication with machines to provide a means to interact with each
other using minimal human intervention, aiming to increase the comfort and safety of
the end user [9].

This Machine to Machine communication refers to technologies that allow systems
communicate with other devices of the same features through other devices such as
sensors, which allow to capture and transmit event data through to a software appli-
cation. Regardless of the type of machine or the type of data, information flows
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generally in the same way: from a machine through the network and conducted through
a gateway to a system where it is processed.

Communication between systems and data transfer can be in two ways: uplink, to
collect process information and downlink, for sending instructions, software updates, or
to remotely control computers [4]. The basic elements that appear in all M2M envi-
ronments are:

• System to be managed, which can be alarm mechanisms, control systems energy
expenditure, information devices, weather stations, among others.

• M2M device connected to the computer terminal that provides communication with
the server and handles the interaction with the elements to be monitored.

• Server, which is the computer that manages the sending and receiving of infor-
mation systems.

• Communication network that handles data transmission either through wires or
wirelessly.

• Applications that are responsible for collecting, storing and analyzing information
collected by the devices and make the decisions necessary action.

4.3 Applications and Related Technologies

The most relevant technologies associated with the development of the Internet of
Things and their applications are RFID (Radio-Frequency Identification), EPC (Elec-
tronic Product Code) and NFC (Near Field Communication).

Some applications are designed to perform best interaction and prospect the scope
in an increasing field of the Internet of things, some these can be mentioned as follows:

• Medicine and healthcare
• Logistic Mobile Application
• Smart manufacturing
• Smart cities
• System for food quality
• Telecommunications.

5 Why Raspberry Pi?

The capture system is based on the Raspberry Pi which is equipped with different
sensors capable of detecting changes in the environment and capture the information
required by the user. Although there are different types of microcomputers and micro
components that could be used in the construction of the base of the capture system,
such as Arduino, Banana Pi, Pc Duino, UDOO, etc. The Raspberry Pi compared with
Arduino has characteristics that make it a top plate in its functionality as it has hard-
ware that allows: (1) fast data transfer, (2) ports for external hardware (easy connec-
tion), (3) internet via Ethernet or Wi-Fi cable and (4) video output (HDMI) and audio
(mini-jack); in the market there microcomputers that have the same characteristics as
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the Raspberry (even improve certain aspects RAM) but these options have a higher
purchase price to the Raspberry, positioning it as the best option for the authors to
develop this capture system.

6 Prototype Architecture Based on Internet of Things
and Using Raspberry Pi

Based on the principles mentioned above a prototype monitoring system is developed
on the concepts of ubiquitous computing and M2M communication and implemented
under the framework of the internet of things. The aim of this prototype is to capture
images of a place and allow access to these real-time and remotely. A environ-
ment-object and object-object communication to achieve the proposed aim was
established.

The communication environment-object of the system of vigilance allowed to
monitor different environmental variables status changes were shown through images,
for this there were in use four sensors that allowed determining the flow of people in a
place, the gas presence in the atmosphere, surface stability and existence of contact
between a person and the prototype. The reading of changes in the state of the sensors
made by was processed in a micro-computer Raspberry Pi.

Object-object communication between the Raspberry Pi and a mobile device, in
order to establish synchronization of images directly to the user across his Smartphone
or tablet was established. This communication was achieved through the connection
established between the Raspberry Pi and cloud storage server, Dropbox (It is possible
to use any server that has within its service tools for application development or SDK);
link possible by the ability of microcomputer connection wireless internet network.

The monitoring prototype has the following characteristics:

• Using sensor technologies: monitoring prototype uses different sensors for the
detection of “weird” elements in the environment and initiate the capture and
transmission of images. A sensor acts as a link between what happens in one place
and so the user can see this place.

• Collection of data at any time: the prototype does not restrict capture of images and
always be aware of every movement present at the place of installation of the
system.

• Images transfer: it is possible transfer images within the communication network
composed by the user (via a mobile device) and physical system (Raspberry Pi) by
means of computing in the cloud (Dropbox).

• User interface: the prototype can communicate with the user through platforms
known as personal email (Hotmail, Gmail, Outlook, etc.) or server storage (Drop-
box, Amazon, Google Drive, etc.).

• Functional independence: under the guidance of ubiquitous computing reducing the
users’ attention on the device, the prototype works automatically and independently
of the user, since their capture images and transfer functions are carried out only
with the activation of a sensor and a wireless network.
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• Communication with the mobile device: the system does not require direct inter-
vention in the hardware or software to operate. The (image transfer) communication
conducted under the principles of machine-machine communication in which the
microcomputer Raspberry Pi and sensors represent the prototype and the mobile
device is the terminal which enables communication with the user through a server
and a communication network. Captured images are derived from one machine to
another in the same way regardless of the sensor is in use.

• Total disposition of images: the system generates a communication network that
allows the access to the user any place and consults at any time of the images
captured thanks to the connection of the physical prototype (Raspberry Pi) with the
servant online.

Prototype architecture is based on three levels. Each level represents a process to be
carried out for that the system meets its objective which corresponds to the capture and
synchronization information so that it can be used and/or accessed by the user.

The first level corresponding to External Level, so named because it is the level that
is exposed to changes generated by exogenous factors to the system, can also be
considered activators system functions (corresponding to some sensors that capture
changes in the characteristics environment, each of these detects a specified type of
modification of the environment), these activators to detect any alteration by wires send
an electrical impulse which is directed to the Raspberry Pi.

After the pulse is generated if there isn’t any process to transform it simply be lost,
not triggered any reaction within the system, therefore the Intermediate Level is so
important, because allow information flow using the internet and protocols for syn-
chronization of information (SMTP and SSL) to the user which is the Target Level,
where mobile devices that can be used to access this information is also included,
thanks to the Raspberry Pi is possible to create a logic programming which converts the
electrical signal into two types of data, it is possible to generate any reaction due to
hardware that has the Raspberry Pi and various output devices that can be found
(Figs. 1 and 2).

Fig. 1. Prototype architecture based on IoT. Source: Developed by the authors.
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When executing logic programming are generated procedures that allow the
operation of the prototype, from the import of the libraries to capture images if some
kind of alteration is detected; processes and the results obtained by executing logic
programming are shown below.

6.1 Other Used Elements

• ADC0832 Analog-to-digital Converter Chip
• MQ-2 gas Sensor and Sensor of infrared movement
• 1 Keyes MQ-2 Sensor Gas plus Cable jumper mh
• 1 ADC0832 Analog-to-digital Converter Chip
• 1 Protoboard plus Cable.

The sensor of passive infrared movement or PIR is an electronic sensor that
measures the changes in the levels of infrared radiation expressed by the objects that
are located around him at a 6 m maximum distance. This sensor is named a debit
because it does not express energy that could interfere in the movement detection,
otherwise, it works to detect the energy expressed by other objects.

Every object expresses a small quantity of infrared radiation that temperature of the
same one is determined by the level; the warmer the biggest object is it is the radiation
level. The sensor PIR has the aptitude to detect the radiation differences in its coverage
area and is activated when it detects some difference.

When the sensor detects some movement in the area, the digital exit transmits an
electromagnetic pulse that is the sign of activation for the apprehension system (HIGH
to 5 V) in the opposite case, when there is no movement detection no electromagnetic
sign is expressed by which the system remains in rest (exit LOW).

Fig. 2. Connection diagram prototype. Source: Developed by the authors.
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7 Conclusions

The internet of things proposed to establish networks of communication between
objects and people that allow bidirectional information flow with minimal intervention
on the network. Communication networks focus on direct and global data transmission.

The developed prototype is a communication network which captures, processes
and transfers data (images) to the user; this communication network established by
connecting a capture subsystem and synchronization subsystem (private information
storage server).

Communication between capture subsystem and the mobile device is established
through the mobile application storage service Dropbox cloud, created on its website.
Through programming language developed the communication link from the Rasp-
berry Pi and Dropbox was created (there are also alternatives like Gmail and Amazon
Virtual Private Cloud).

In developing an overall architecture for the analysis of environmental conditions is
possible to apply this system to industrial (any process of production and marketing)
and the everyday life, thus improving the conditions and ensuring better results in any
activity undertaken by the availability of information.
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Abstract. In this paper we discuss algorithmically efficient methods of multi-
dimensional patter recognition in kernel tensor subspaces. The kernel principal
component analysis, which originally operates only on vector data, is joined
with the tensor chordal kernel which opens a way of direct usage of the mul-
tidimensional signals, such as color video streams, seismic signals or hyper-
spectral images. We address the problem of efficient implementation of the
eigendecomposition problem which is a core algorithm for both methods. For
this the fixed point algorithm is employed. We show usefulness of this approach
on the problem of visual pattern recognition and show speed-up ratio when
using the proposed implementation.

Keywords: Kernel PCA � Chordal kernel � Tensor � Subspace classification

1 Introduction

Pattern recognition (PR) plays important role in information technologies. All recent
achievements in search engines, automatic cars, smart phones, and many more draw
from the latest developments in PR. However, majority of the “classical” PR methods
operate in vector spaces, whereas todays data – such as video streams – are multidi-
mensional [9, 10, 20, 21]. Therefore recent PR methods address this problem and try to
process multidimensional data with available mathematical tools, such as tensor
analysis [3, 8, 12, 19].

On the other hand, development of kernel methods opened new possibilities in PR
domain. The main goal of this group of methods is to transform data into a usually
higher dimensional space, called feature space, in which data classification is easier due
to better separation of patterns from different classes [2]. All these lead to development
of novel PR methods which are based on kernels, such as the kernel principal com-
ponent analysis (KPCA) [15, 16], or support vector machines (SVM) [20, 21]. Nev-
ertheless, most of the kernel methods are restricted to one-dimensional vector spaces,
while processed data usually is of higher dimension. To deal with this problem, tensor
and kernel based methods can be joined together to provide new quality, as will be
shown. A tensor kernel was recently proposed by Signoretto et al. [17] based on
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subspace distances addressed in the work by Hamm and Lee [7]. They introduced so
called chordal kernel to deal with tensors on Grassmann manifolds. It showed many
interesting properties which verified in some recent works, such as the paper by Sig-
noretto et al., as well as the one by Cyganek et al. [4].

In this paper we study connection of two kernel methods: the KPCA and the
chordal kernel for tensor patterns. KPCA is frequently used either for feature detection
of prototype patterns or even directly to classification. However, this was only shown
on vector input patterns. On the other hand, the chordal tensor allows application of
KPCA to operate directly with tensor data. This opens new ways of processing these
types of multidimensional signals of any dimension. However, what is a burden of the
two methods, both are memory and time consuming. Therefore in this paper we focus
mostly on providing a smooth connection of the two methods, as well as on their
efficient implementation. Interestingly enough, they both rely on eigendecomposition
algorithm. Therefore, for this task we propose to employ the fast fixed point algorithm,
originally proposed by Bingham and Hyvärinen [1], then further exploited for signal
processing, as presented in the work by Marot et al. [13].

2 Object Recognition with the Kernel Principal Component
Analysis

The Principal Component Analysis (PCA) is the one of the well-known and frequently
applied methods in data analysis and statistics [3, 16]. The main idea of PCA is to
extract important information from a dataset {xi} consisting of N exemplars of L-
dimensional vectors xi. This is obtained by finding a transformation T of the input
dataset into a new orthogonal space, in which each data point xi can be represented as a
linear combination of some coefficient and the orthogonal base vectors. These way the
principal components are obtained which number does not exceed a number of the
input data points. Moreover, the principal components are mutually uncorrelated ran-
dom variables. Equivalently it can be shown that PCA maximizes the entropy of the
principal components, which measures the amount of information conveyed by a
random vector [11]. The above can be formulated as follows

y ¼ T�x; ð1Þ

where �x denotes a zero mean data, and T is the sought transformation which transforms
�x into mutually uncorrelated variables y. It can be shown that such transformation can
be computed solving the following task

TRxTT ¼ K: ð2Þ

where Rx is a covariance matrix of dataset {xi} and K is a positive diagonal matrix. The
above can be solved by computing eigenvectors of the positive symmetrical matrix Rx,
i.e.
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kjtj ¼ Rxtj: ð3Þ

where tj (1 � j� N) are eigenvectors and kj are eigenvalues of Rx.
The just outlined PCA method found dozens of applications, e.g. in data analysis

and computer vision, to name a few [18]. PCA obtained sub-space can be used for
pattern recognition, as will be discussed. However, it is a linear method which cannot
cope with some nonlinear data dependencies. Nevertheless, it can be extended to
nonlinear domain by a prior transformation of the input data into the so called feature
space, which can be of arbitrary high dimensions [16]. This way, a Kernel PCA
(KPCA) is obtained. Interestingly, in kernel based methods direct computations in the
feature space are alleviated due to the so called kernel trick. It consists of such for-
mulation of a problem which involves computation of only the inner products of
vectors from the original domain. Moreover, as will be shown and which is the one of
the main issues raised in this paper, the properly chosen kernel allows direct manip-
ulation of the multidimensional data, represented in a tensor form, without necessity of
transforming them into vectors, what usually leads to a loss of important information
contained in neighboring relations of data points. Thus, Eq. (1) is transformed into

yU ¼ TU U �xð Þ: ð4Þ

where U : X ! F denotes a vector function which maps a point x from the input
space X, into the U (x), which belongs to the inner product Hilbert feature space F.

Analogously to (2), a solution to (4), is obtained by eigendecomposition. However,
instead of the correlation matrix Rx, the so called kernel matrix K needs to be eigen-
decomposed [16]. Elements kpq of the N � N matrix K are defined as follows

kpq ¼ K xp; xq
� � ¼ U xp

� �
;U xq

� �� � ¼ UT xp
� �

U xq
� �

: ð5Þ

The eigendecomposition problem for KPCA can be represented as follows [15]

ejvj ¼ Kvj; ð6Þ

where vj (1 � j� N) are eigenvectors and ej are eigenvalues of K. It is further
assumed that the eigenvalues are normalized in accordance with the following formula
[15, 16]

ej vj � vj
� � ¼ 1; ð7Þ

which can be achieved simply by rearranging the above as follows

~vj ¼ vjffiffiffi
ej

p : ð8Þ

In practice it means dividing each eigenvector by a square root of the corresponding
eigenvalue.
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However, in the standard linear PCA data had to be centered by subtraction of the
mean value. Similarly, in (6) it is assumed that data is also centered but this time in the
feature space, which is not that easy as subtraction of the mean of the original data [15].
Also, the empirical data vector, i.e. the kernel values of a test data and all training data,
needs to be centralized, as will be discussed.

As alluded to previously, to remove the influence of any translation of the coor-
dinate system, the kernel matrix needs to be centralized. This computation allows also
pattern recognition with the first largest eigenvectors of the centralized kernel matrix.
Center-adjusted kernel is computed directly from the kernel matrix, as follows

K̂ ¼ I� 1Nð ÞK I� 1Nð Þ: ð9Þ

where 1N denotes an N�N matrix of values 1/N and I denotes an identity matrix, i.e.
with ones exclusively on its diagonal. Summarizing, at first the kernel matrix is
computed. In our system this is done using the chordal kernel, as will be discussed in
the next section. Then, the centralization (9) is performed. Finally, the eigenproblem
(6) is solved resulting in a number of eigenvectors which correspond to a chosen
number of important eigenvalues. Their choice is one of the parameters of the method.
However, also automatic methods of eigenvalue selection exist [11]. The computed
eigenvalues are used for pattern recognition, as described. It is worth noticing, that to
solve the eigen-problem (6) the fast fixed point method can be used. Detailed algorithm
of this method is described in [1, 13]. Savings can be significant especially for large
number of patterns. Let us also observe, that the fast fixed point method is used twice in
the propose system – once to compute eigendecompositions required to compute the
chordal distance, and second time to solve (6). This is one of the novelties presented in
this paper.

For a test object (tensor is our case) x, at first the so called empirical feature vector
needs to be computed [11, 16].

k xð Þ ¼ K x; x1ð Þ; K x; x2ð Þ; . . .; K x; xNð Þ½ �T : ð10Þ

Then its projection onto the space spanned by the eigendecomposition of K is
computed to yield a number of initial principal components. However, what is fre-
quently overlooked in literature is that, similarly to the kernel matrix, also the empirical
feature vector needs to be centered. This can be done by the following formula

k̂ xð Þ ¼ k̂ xð Þ � 10NK
� �

I� 1Nð Þ; ð11Þ

where 10N denotes an 1�N vector of values 1/N, and K is the not centralized kernel
matrix.

Finally the following projections can be computed

pj ¼ k̂ xð Þ; vj
� �

; ð12Þ

for j � M� N, where M denotes a chosen number of initial components. These can
be used for pattern classification in the following scenarios:
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1. Compute pj for all training patterns and for the test one and find the class by the
nearest-neighbor approach;

2. Compute a sum of squared projections and choose the smallest one;
3. Compute the spectral feature vector for each class and for the test one and find the

class by the nearest-neighbor approach.

However, for a multidimensional patterns a vector based approach is insufficient
since it does not utilize information contained in relative positions of values. In this
respect, a kernel based approach allows us to avoid vectorization problem and usually
the whole procedures leads to better results, as will be discussed. For tensor objects,
elements of the kernel matrix K can be directly computed from the appropriately
designed kernel function. In our experiments these are values computed as follows

kpq ¼ K Xp;Xq
� �

: ð13Þ

where Xp denote L-dimensional tensors. One of the possible kernels which directly
operate on any dimensional tensor objects is the chordal kernel, discussed in the next
section.

3 Chordal Kernels for Tensor Data

In this section we present only a short outline of the chordal kernel. More details can be
found in publications [4, 17]. On the other hand, tensor methods are discussed for
example in [3, 8].

Let us start with a definition of a tensor

A 2 <N1�N2�...NL : ð14Þ

From the tensor A of dimension L, the so called flattening matrices A(j) can be
created

A jð Þ 2 <Nj� N1N2...Nj�1Njþ 1...NLð Þ; ð15Þ

where 1 � j� L [3]. In the above, j denotes a row index of A jð Þ, while its column
index is a product of all the rest L-1 indices of the tensor A.

For two tensors A and B, and their j-th flattened mode matrices A jð Þ and B jð Þ, a
chordal kernel is defined as follows [7, 17]

K2 A;Bð Þ ¼
YL
j¼1

exp � 1
2r2

D jð Þ
A;1D

T jð Þ
A;1 � D jð Þ

B;1D
T jð Þ
B;1

��� ���2
F

� 	
; ð16Þ

where D jð Þ
A;1 and D

jð Þ
B;1 are the matrices of the SVD decomposition of the corresponding j-

th flattenings of the tensors A and B , respectively. For a A jð Þ matrix, the corresponding

D jð Þ
A;1 is computed from the following decomposition [6, 14]
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A jð Þ ¼ S jð ÞV jð ÞDT jð Þ ¼ S jð Þ
A;1 S jð Þ

A;2

h i
V jð Þ

A;1 0
0 0


 �
DT jð Þ

A;1

DT jð Þ
A;2

" #
: ð17Þ

The same approach is used to compute D jð Þ
B;1. It is worth noticing, that columns of

D jð Þ
A;1 and S jð Þ

A;1 constitute orthogonal bases for the ranges R AT jð Þ
� 

and R A jð Þ
� 

,

respectively.
Detailed algorithm of the chordal kernel is discussed in [4]. Its computation

requires 2L SVD decompositions, which for large tensors are memory and time
demanding. To mitigate this burden, in the presented system we used a faster com-
putation of the limited number of leading components using the already mentioned
fixed point method.

4 Experimental Results

The method presented in this paper was implemented in C ++ in the Microsoft Visual
2013. Experiments were run on a laptop computer with the Intel® Core™ i7-4800MQ
CPU @2.7 GHz, 32 GB RAM, and the 64-bit Windows 7 operating system.

In the experiments the Georgia Tech Face Database [5] was tested since it is known
to be difficult for many classification methods. It contains 50 color images of persons,
each taken in 15 poses. In our approach, each color image is treated as a 3D tensor.
This is a challenging task for classification due to high dimensionality of data, as well
as because of high variations of the patterns. We conducted two types of experiments:
The first to assess speed-up ratio due to the used fast decomposition methods; In the
second step, the accuracy was measured.

In the first experiments Xp are chosen as 3D tensors of five exemplary images taken
from the dataset. Examples are shown in Fig. 1. In all experiments the number of
important components used for computation of the chordal tensor was set to the value
giving best results which was obtained by experiments. Table 1 shows average com-
putation times for the Jacobi and the fixed point method of eigendecomposition.

In the second experiments the accuracy of face recognition was measured. In this
case the leave-one-out method was used in which for each class one image is taken out

Fig. 1. Training images from the Georgia tech face database [5] used in experiments.
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for testing while the other are used for training. The KPCA was set as described in
previous sections. The features are computed as projections given by Eq. (12).

The features are then classified with the simple nearest-neighbor classifier. Then the
minimal Euclidean distance is sought which indicates the output class. Results for two
types of kernels, i.e. the tensor one and the simple exponential based on vector rep-
resentation, are shown in Table 2. It is clear that the former leads to better results.
However, in both cases these are not as good as for instance the ones obtained with the
SVM classifiers, as presented in our previous work [4].

However, what is an important aspect of the presented method is computation of
the vector features in the form of projections (12) directly out any-dimensional tensor
patterns. Such features can fit better for some processing methods, or to save on
computational complexity, compared to the processing of the original multidimensional
objects. This property will be further explored in our future research.

5 Conclusions

In this paper efficient connection of the kernel principal component analysis method
joined with the tensor based kernels is proposed. The method allows processing of
multidimensional signals without their breaking into vector representation. This fre-
quently leads to better classification results due to retained information on mutual
relations among feature components. However, both types of methods require signif-
icant memory and computational resources. Therefore, in this paper we employ an
efficient eigendecomposition method which greatly shortens computation time, as was
measured and presented. The other experiments show that application of the tensor
kernel leads to better results as compared to simple vector based representations.

Since KPCA can be used for efficient generation of features, which can be trained
with other type of classifier, such as SVM, in future research we will address this issue.
Also, the method can be verified with other types of multidimensional signals, such as
hyperspectral images.
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Table 1. Timings when using the Jacobi and fast fixed point algorithms.

Tensor size 3 � 141 � 196 � 3 3 � 181 � 241 � 3 5 � 181 � 241 � 3

Jacobi method 9.2 18.7 47.3
Fixed point 1.8 2.8 7.1

Table 2. Accuracy of the KPCA system.

Kernel Accuracy

Chordal (tensor) 0.85
Exponent (vector) 0.78
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Abstract. The problem considered in this paper is associated with the
image processing and the design of algorithm which allows selecting ref-
erence point on the fingerprint image. The reference point is used to align
between the fingerprints in the fingerprint authentication systems faster
than the conventional techniques. The reference point is the point with
maximum curvature on the friction ridge, which is usually located in the
central fingerprint area. Fingerprint homogeneous ridges are extracted
from the image and then are processed by the IPAN99 algorithm which
allows to detect curvatures of these lines.

The experimental results on datasets of FVC2000, FVC2002,
FVC2004 and NIST, show the high efficiency and satisfactory accuracy
of the proposed algorithm. Proposed solution allows detecting reference
points more precisely than other algorithms.

Keywords: Biometrics · Fingerprint · Reference point · IPAN
algorithm

1 Introduction

Nowadays, people require much higher information security. The traditional
identification methods, such as password, magnetic card, PIN, and even personal
signature are already insufficient and far from being able to meet today’s envi-
ronment. Biometrics is a personal identification technology based on an analysis
of physiological or behavioral features of a given person [5,9,10]. In recent years,
thanks to continuous technological development, a gradual increase of biometric
techniques can be observed [2,14].

One of the most popular biometric techniques is fingerprint recognition. Fin-
gerprint is a set of pattern of ridges, valleys (furrows) as well as characteristics
that occur at minutiae points (ridge bifurcation or a ridge ending). These pat-
terns are disclosed using inked impression on a paper or sensors (digital scan-
ners). In police laboratories, to reveal difficult (latent) fingerprints magnetic
powders, chemical baths and multi-impulse time resolved luminescence are also

c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 538–547, 2016.
DOI: 10.1007/978-3-319-40973-3 55
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applied. Fingerprints may come from different places such as crime scenes, police
stations, biometric systems and many others.

Fingerprint recognition technique is well known for many years and it is still
developed and improved. Popularity of this method follows from their high effi-
ciency, acceptability and applications in forensics. In practice, fingerprint analy-
sis is a task from image processing domain because fingerprints traces are always
converted to the digital images. Currently, fingerprint matching method can be
classified into several categories [15]: minutiae based methods, where minutiae
such as ridges endings and ridge bifurcations in two fingerprints are compare,
ridge based methods where only ridges are matched, texture based methods in
which the texture features of two fingerprints are matched, and neural network
based methods. The state-of-the-art fingerprint minutiae based matching meth-
ods are the most popular because they have high reliability and acceptability
in forensic sciences and automated fingerprint identification systems (AFIS) in
many countries [3,15]. For these reasons minutiae based representation is also
adapted in standard biometrics which is always concerned with the security its
main interest is to reduce frauds and control access to the restricted areas. Stan-
dard biometric systems are comprised of a sensor for scanning a fingerprint and
a processor which transform the scanning image to a digital form. Captured dig-
ital image is compared with fingerprints from database and then, the best match
is determined. The match is generally used to allow or disallow access or is used
for person identification or verification.

Image of fingerprint contains two important areas where so called the core
and delta points (also referred to as singular points) are located. It should be
noted that these points are always strongly stable and also scale invariant, so
singular points are the most important global characteristics of a fingerprint.

The core point is defined as a region where the ridge curvature is highest and
direction of ridge is changing rapidly [5]. The delta area is located as a triangular
area where the ridges radiate outward in three directions [5]. The methods of
point pattern matching become easier if the core point is known. Fingerprints
are identified by examining and comparing the minutiae characteristics of two
different fingerprint impressions to determine if these characteristics occupy the
same relative area and position, and if their unit relationship to each other
is in agreement. It means that some landmarks (here singular points) on the
fingerprint image should be determined.

Fig. 1. Singular points in a fingerprint.
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The magnified areas where characteristic singular landmarks occur on the
fingerprint image were depicted in Fig. 1. Correct designation of singular points
gives the some important profits - classification process can be shortened and
fingerprint classification accuracy can be higher [3,12,15].

2 Related Work

There are several published studies on singular points detection in fingerprint
images. In [5] the Authors proposed localization a convex core points as a refer-
ence point based on multiple resolution analysis of the differences of sine com-
ponent integration between two defined regions of the orientation field. Unfortu-
nately, in this method localization of core points on the edge of the image is not
possible. The papers [12,13] present the method based on so-called identifica-
tion masks. This method is sensitive to change the image resolution. Therefore,
it has limited applications in case when finger scanners with different resolution
are employed. The different approach to localization of the reference point has
been proposed in [4]. In this method, the reference point localization is based on
scale space analysis of the Poincare index and orientation variance. The main
drawbacks of this method are its high computation cost, inability to handle a
wide range of fingerprint types, and extreme sensitivity to noise. The authors of
the paper [8] describe algorithm for detecting a convex core point as a unique
reference point which can be appointed for all types of fingerprints. In order
to detect robust core point candidates, a modified complex filter is proposed to
detect the core points. This method has high effectiveness but it was checked by
means of the one dataset only. Reference point detection describe also work [7].
The proposed method utilizes a discrete wavelet transform to extract the ridge
information from a color image. So, this method is limited to color images only,
which seems to be a too large limitation.

3 Proposed Method

The proposed method consists of three main stages. In the first stage the prepa-
ration of a digital image of a fingerprint for further stages of the analysis is done.
Next, the process of extracting ridges in a digital fingerprint image is applied.
Because we have a digital image, ridges can be interpreted as a chain of points
(pixels). On the basis of the chain of pixels by means of the IPAN99 algorithm
[1,3] the ridge and point with the greatest curvature in pointed out.

A fingerprint image, in which a reference point is determined, may be char-
acterized by poor quality, low contrast and may be noised or blurred (Fig. 2a).
This makes it difficult to extract the friction ridges necessary to determine such
a point. For this reason, in the proposed method, the fingerprint image was sub-
jected to a quality improvement process (Fig. 2b). The method described in [12]
was used for this purpose. Then the operation of skeletonization was performed.
It consists in the use of thinning algorithms that allow reducing the thickness
of lines in the image. After thinning algorithm, the line thickness is equal to
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Fig. 2. Results of the preprocessing: (a) a low-quality fingerprint image, (b) the image
after quality improvement, (c) the image after skeletonization.

one pixel, which facilitates creation of chains of points (Fig. 2c). It realizes the
Pavlidis’s thinning algorithm [11].

The thinned fingerprint image (Fig. 2c) is an input image for the next process-
ing stages.

3.1 Extraction of the Ridges

The each ridge l of the thinned fingerprint image is described by chain of the
points Cl = (p1, ..., pn), where n is a number of points (pixels) belonging to a
given line l. Analyzed points in chain are always adjacent points. In the first step,
points of thinned fingerprint image are labeled according to the next principles:

• Label L0 - for points that do not belong to a ridges of fingerprint,
• Label L1 - for points that lie at the beginning or end of the ridge,
• Label L3 - for points that lie at the bifurcation of the ridge,
• Label L2 - for the remaining points.

The different type of labeled ridge’s points are presented in Fig. 3.

Fig. 3. An example of a ridge points with marked labels.

Labels help to analyze the fingerprint textures and find appropriate points
on ridges. Algorithm IPAN99 designates only curvature of homogeneous lines.
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It means that complex ridges with bifurcations have to be separately analyzed.
For example, if area of fingerprint image comprises the ridges configuration as
in Fig. 4 then ridges will be divided into six single homogeneous lines, what is
depicted in the same Fig. 4.

Fig. 4. Separation of ridges as homogeneous lines (without bifurcations).

Finally the set of chains F = (C1, ..., Cm) is formed, where m is a number of
all separated homogeneous lines (ridges) which cover fingerprint image.

3.2 Determination of the Ridge Curvature

By means of the IPAN99 algorithm, the chains Cl ∈ F of points are analyzed.
Mentioned algorithm is well described in [1,3], therefore details of implementa-
tion were omitted here. By means of this algorithm the ridge curvature at a given
point is calculated. Let pi be an actually analyzed point of a given ridge l then
between three selected points the triangle is inscribed (Fig. 5). Length of the tri-
angle sides a and b is established on the basis of the conditions: d2min ≤ a2 ≤ d2max

and d2min ≤ b2 ≤ d2max, where: parameter dmin(dmax) specifying the minimum
(maximum) length of triangle sides. The triangle side c is automatically estab-
lished.

Fig. 5. Typical triangles inside the fingerprint ridges.

For every triangle the angle α is calculated as follows: α = arccosa2+b2−c2

2ab .
Finally, for every chain Cl ∈ F the set Gl = {αl

i, p
l
i(xi, yi)}ni=1, is formed,
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where αl
i denotes curvature of the ridge l at the point coordinates pli(xi, yi).

The greatest curvature of the ridge l can be found from the simple formula
αl
min = min{αl

i ∈ Gl}ni=1. The same formula should be applied to the all homo-
geneous ridges m that form the fingerprint image. Then the greatest global
curvature αmin(l) can be found from the formula αmin(l) = min{αl

min}ml=1. The
curvature αmin(l) occurs at the point pli(xi, yi) of the ridge l.

4 Experimental Results

Experiments carried out were compared with the police dactyloscopy expert.
Expert’s indications were treated as a reference values. It is worth noted that
in practice the police expert always manually points out singular places on the
fingerprint image. Using the proposed methodology we compared our approach
with other results. During experiments the FVC20001, FVC20022, FVC20043

and NIST4 databases were used to test the performance of the core point detec-
tion. Images in these datasets have various characteristics all of them were tested
(Table 1).

Table 1. Baseline characteristics of the studied fingerprint images.

Database Image Resolution Sensor type Number of

size [px] type fingerprints

FVC2000 DB4 SetB 240× 320 500 dpi Synthetic generator 80

FVC2000 DB2 SetB 256× 364 500 dpi Low-cost capacitive sensor 80

FVC2002 DB4 SetB 288× 384 500 dpi SFinGe v2.51 80

FVC2002 DB2 SetB 296× 560 569 dpi Optical sensor 80

FVC2000 DB1 SetB 300× 300 500 dpi Low-cost optical sensor 160

FVC2002 DB3 SetB Capacitive sensor

FVC2004 DB2 SetB 328× 364 500 dpi Optical Sensor 80

NIST 360× 364 500 dpi Unknown 115

FVC2002 DB1 SetB 388× 374 500 dpi Optical sensor 80

FVC2000 DB3 SetB 448× 478 500 dpi Optical sensor 80

FVC2004 DB1 SetB 640× 480 500 dpi Optical sensor 80

Previously mentioned parameters dmin(dmax) were selected based on a grid-
search procedure. The detailed ranges of the tested values and best selected
parameters are given in Table 2. In the remaining part of this paper, we only
present results for the best obtained settings.
1 http://bias.csr.unibo.it/fvc2000/databases.asp.
2 http://bias.csr.unibo.it/fvc2002/databases.asp.
3 http://bias.csr.unibo.it/fvc2004/databases.asp.
4 http://www.nist.gov/itl/iad/ig/special dbases.cfm.

http://bias.csr.unibo.it/fvc2000/databases.asp
http://bias.csr.unibo.it/fvc2002/databases.asp
http://bias.csr.unibo.it/fvc2004/databases.asp
http://www.nist.gov/itl/iad/ig/special_dbases.cfm
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Table 2. Details of optimization algorithm parameters used in the experiments.

Parameter Initial range Best value

dmin From 1 to 50 17

dmax From 1 to 50 19

The databases were separately tested. Accuracy coefficient was measured
as the Euclidean distance between references values pointed out by fingerprint
expert and values generated by proposed in this paper method. Simple example,
where expert and our algorithm pointed out the reference points is presented in
Fig. 6.

Fig. 6. Expert’s (squares) and proposed approach (crosses) reference points location.

Our method was compared with three other algorithms. First of them is
described in [13], whereas second is presented in [5] and third approach is pre-
sented in [6].

Table 3 shows that the highest reference point localization accuracy has a
proposed approach. It is worth noted that all methods generate some errors
compared to expert’s reference values. Additionally, the results have been sta-
tistically evaluated by the paired t-Student test. Obtained results are sufficient
to conclude that there are statistically significant differences between methods
presented in Table 3. Computed the p-value statistic presents Table 4. Statistical
analysis show that proposed in this paper reference point localization method
gives statistically better results against other propositions. It shows Table 4.
In practice, distance errors can be categorized, what is presented in Table 5.
Figures 7 present the charts, where dependencies between reference point local-
ization and accuracy are shown with respect to Table 5.
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Table 3. Average difference (in pixels) between expert indications and various algo-
rithms.

Database Proposed method Method 1 [13] Method 2 [5] Method 3 [6]

FVC2000 DB4 SetB 13.0± 13.83 20.60± 17.31 26.0± 22.30 26.9± 16.97

FVC2000 DB2 SetB 23.0± 23.72 34.3± 35.68 41.1± 22.30 42.7± 57.60

FVC2002 DB4 SetB 14.4± 9.36 22.2± 19.66 19.6± 18.50 29.8± 22.93

FVC2002 DB2 SetB 15.5± 17.56 32.4± 27.99 32.3± 41.30 25.2± 25.61

FVC2000 DB1 SetB 17.3± 16.39 23.4± 24.69 28.5± 18.60 36.3± 50.69

FVC2002 DB3 SetB

FVC2004 DB2 SetB 13.7± 10.94 22.1± 24.49 26.6± 13.20 34.5± 51.51

NIST 11.6± 12.90 17.5± 20.06 22.9± 13.40 22.5± 42.51

FVC2002 DB1 SetB 13.2± 17.28 19.4± 13.71 27.8± 21.10 29.9± 45.27

FVC2000 DB3 SetB 24.4± 28.95 30.3± 21.61 31.7± 30.60 30.7± 43.89

FVC2004 DB1 SetB 8.3± 4.28 12.1± 4.61 14.8± 6.04 17.5± 11.77

Mean 15.44 23.43 27.13 29.60

Std 4.96 6.97 7.25 7.19

Table 4. Results of the t-paired Student test on the 95 % confidence interval in group
of methods from Table 3.

Comparison p-value 95 % confidence
interval

Comment

Proposed
method

Method 1 [13] 0,0001 −10,64 to −5,34 Difference is statistically
significant

Method 2 [5] 0,0001 −14.78 to −8.60 Difference is statistically
significant

Method 3 [6] 0,0001 −17.72 to −10.60 Difference is statistically
significant

Table 5. Errors in the reference point localization [8].

Type of error Distance error Error description

Accurate Distance error is not larger than
10 pixels

The error that may be caused by
human vision

Small Distance error is between 10
pixels and 20 pixels

Error which may be caused by both
human vision and algorithm

Significant Distance error is between 20
pixels and 40 pixels

Error which may have negative
effect on the subsequent
processing steps, but it is still
acceptable

Unaccepted Distance error is larger than 40
pixels

Error is not accepted in fingerprint
recognition systems
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Fig. 7. Dependencies between localization error and accuracy of reference point local-
ization for different database instances.

5 Conclusion

The proposed solution may be used in biometric systems with various types of
scanners. The presented method has a high and stable accuracy of reference
point localization on fingerprint images and is resistant to geometric transfor-
mations, such as rotation and translation of input fingerprint image. Besides the
efficiency, our algorithm is quite easy to be implemented and can deal with large
rotated fingerprint images. Experimental results on FVC datasets show advan-
tage proposed solution over other algorithms. Experimental results demonstrate
that the proposed method can consistently extract reference points with the high
accuracy and consistency. Reference point can be used for alignment (translation
and rotation) parameters in fingerprint matching.
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Abstract. In order to achieve a “healthy” power system, it is important to
monitor existing values of electromagnetic interference, focusing on the quality
of permanent technical products in relation to the phenomena present in the
power grid. In this study harmonic distortion measurements are made in the
voltage wave (THDv) and in the current wave (THDI) in order to determine the
levels of harmonic distortion and power factor in the luminaries system that
compose the current traffic light system (LED and halogen) in Bogota. Besides,
this study contrasts the measurements found against the technical levels of THD
both for voltage and for current, for each kind of luminaire recommended in the
IEC 61000-3-2.

Keywords: Harmonic distortion � Power factor � Power quality � Traffic lights

1 Introduction

Bogota City (Colombia) has overflown any projections of expansion and growth. Since
1968, the Administrative Department of Planning hand other institutions have tried
everything to project and legislate matters relating to the development of the capital [1].
Since then, the entity underwent several reforms in its functions, as well as in its
organizational and administrative structure. In the same sense, in 2006, the Planning
section was created and within this, the Department was transformed by the current
District Planning Department, through which the public policies of the city articulate
their dimensions: territorial, sectorial and expenditure, with the participation of different
actors in search of an organized development that benefits everyone in the District [2].

The traffic light system of the capital is not as developed as it should be [3].
Therefore, it has become a real problem in mobility. For example, in 2008, the traffic
light network was more than 30 years old and did not allow any programming on
timing for the traffic lights according to traffic flow [4]; gradually, and in order to
improve the mobility of vehicles during peak hours and reduce the waiting time of
drivers and pedestrians at traffic lights, the District Secretariat for Mobility has been
setting up an intelligent traffic light network [5].
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If the modernization process is successfully completed, as expected, there will be
other technical and operational challenges for the implementation of an Intelligent
Traffic System; especially, when equipment based on power electronics is wide
spreading. With the rise of technological developments in the recent decades, this
equipment has led to the use of electronic based loads, susceptible to electromagnetic
interference, such as harmonic distortion, fast voltage fluctuations (flicker), transients,
sags, swell and others [6].

2 Why a Study on Power Quality in Bogota’s Traffic Light
System

There are several sensors and control equipment that interact in the crossing signaling
(traffic light). This equipment commonly uses power converters, essentially nonlinear
loads, as well as new LED technology in traffic lights. Although LED technology is
more efficient, it also brings disturbances to the power grid. This equates to an increase
in operating costs, increased interconnections, a system susceptible of failures, reduced
equipment life and erratic operation thereof, among many other implications (see
harmonic distortion) [7].

These concerns must always be considered, because they will directly affect the
welfare of mobility. Moreover, the generation of a sinusoidal voltage waveform, of
amplitude and frequency as constant as possible or with a tolerable range regulation for
the loads defines the loads design, transmission devices, protection, distribution, con-
trol, and insulation. In essence, it sets the benchmarks for design [8].

3 Electromagnetic Interferences in the Traffic Light System

Service continuity of electricity services is what has been traditionally defined as reli-
ability, particularly: harmonics, transients, voltage fluctuations, and power factor [9].

3.1 Harmonic Distortion

Harmonics are mainly generated from non-linear loads such as transformers, electric
engines, generators, arc furnaces, arc welders, DC converters, inverters, television
sources, switch mode power supplies, high pressure discharge lamps, fluorescent lights,
light-emitting diodes, laptops, mobile phone chargers, electronic products, and other
similar loads coming from electronic equipment [10, 11].

The rate of total harmonic distortion:

%THDI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I22RMS þ � � � þ I2n RMS

p
I1RMS

� 100: ð1Þ
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The total harmonic distortion of the voltage wave is:

%THDV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
2RMS þ � � � þV2

n RMS

p
V1RMS

� 100: ð2Þ

The interest in measuring the THD is that power systems, including the traffic
lights, are sensitive to non-linear loads and can present a number of undesirable effects,
including overheating and damage to electrical conductors, premature failure of
transformers, line voltage distortion in feeders, and branch circuits fed from high
impedance sources (generators, transformers and high impedance regulators, primary
feeders, etc.), unwanted shot of switches and relays, overheating and failure of
capacitor banks for power factor correction, noise induction in lines (by magnetic or
electromagnetic coupling between electric power circuits and communications), errors
in measurement equipment, etc. [12].

3.2 Power Factor

Despite the relentless pursuit of power systems in the ideal condition of unity power
factor, in practice, it is not possible to achieve given the harmonic content on the
network, whereby we would have factor of real power that, as expected, is less than the
ideal power factor.

fp0 ¼ cos h0 ¼ P0

Sj j0 \fp ¼ cos h ¼ P
jSj ¼

P0

V 0:I 0
: ð3Þ

With some mathematical basics, it is possible to associate the power factor THD of
both voltage and current, as:

RPF ¼ fp0 ¼ cos h0 ¼ P0

Sj j0 ¼
P0

V0:I0
¼ P

V1RMSI1RMS

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ THDV

100

� �2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ THDI
100

� �2
r :

ð4Þ

4 Practical, Recommendations, Methodology, and Measures

It is necessary to make measurements of harmonic distortion on the voltage waveform
(LDLT) and in the current wave (THDI), as well as the power factor (pf or PF), of all
the luminaries types present in the traffic light system. To carry them out, the practical
recommendations and requirements for harmonic control in electrical power systems,
IEC 61000-3-2 will be followed.

Where, for each one of the luminaries: Green module halogen luminarie, LED
Luminarie for pedestrian crossing SoBright type, LED Luminarie turn arrow SoBright
type and full LED Luminaries SIMSA type, will account for measures with a digital
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meter model PF9811 of the 9800 series, produced by EVERFINE. As depicted in
Fig. 1a and b, they have tolerances of 0–20 % THD, power factor of 0.9 to 1.0 and an
error in the measurement of ±5 %; in a conventional power source, SOURCE, of
120 V in AC; those measures will be consequently characterized and tabulated.

The measuring equipment PDF Everfine 9811 uses the voltmeter and ammeter
method, Fig. 1c, so that, Fig. 1d, the THD and power factor are measured by the
method of voltmeter or power transformer (PT) and the ammeter or current transformer
(CT).

5 Results

Once the connections in Fig. 1d, with the measuring equipment Everfine PF 9811 for
the full SIMSA LED type, TRV-G08DR2R2 model; built for an input of 65–140 V
AC; a nominal operating frequency of 50 or 60 Hz, and power of 14.5 W; with the first
three columns characterizing the network, including the rating of the luminaries1:

The relation between the nominal voltage and the current ratio appears in Fig. 2; in
order to identify the behavior of the average values of voltage and current, a trend line
is added. For a linear approximation to the dispersion data (values measured for voltage
and current), R2 is equal to 0.9694; to the full SIMSA LED luminaries is non-linear.

In Fig. 3a and b it is possible to see the harmonic distortion, both for voltage and
current. In an ideal case, the relation between the harmonic distortion corresponding to
the voltage wave and the current wave should be constant and as close to zero as
possible.

On another hand, both values, in each dispersion, do not exceed 10 % of THD, so,
it is possible to infer that (the luminaries) do not individually affect the power factor of

Fig. 1. Digital meter of harmonic distortion PF9811 EVERFINE [13].

1 All the values of voltage, current, and power are in RMS.
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the load (if there is a difference, it is mostly due to the THD-I, of Table 1. Hence, the
consideration that the first harmonic component of voltage and current is approximately
100 % of the RMS wave value, or what is the same, an incipient participation of the
harmonics greater than 1 in the waveform distortion. Of course, the above happens
without considering an important number of luminaries simultaneously active at the
same point of common coupling (PCC).

There is a null input of the even harmonics for the first fifteen multiples of the
fundamental frequency; as expected, the odd harmonics for the full SIMSA LED
luminaries are the most critical, being prone to wave harmonic current pollution,
predominantly with third order harmonics; this is understandable do to the use of
AC/DC converters with low power in the luminaries (less than 100 W); however, it is
important to highlight that the individual contribution of a single lamp in terms of
generating harmonic contamination in the system is insignificant. Besides, a significant
number of luminaries should be considered in simultaneous service to a same PCC.

The same procedure is followed for the LED luminaries with turning arrow SoBright,
A10-G08THA117GC model with 84 LEDs; built for an input of 80–135 V AC;

Fig. 2. Relation between the nominal current versus the nominal voltage for the full
SIMSA LED luminaries

Table 1. Features of the network and measures of the power factor and THD THD-V-I for the
full LED type light SIMSA.

Voltage
measured
[V]

Nominal
voltage [V]

Nominal
current [A]

Nominal
Capacity
[W]

P.F. THD-V
[%]

THD-I
[%]

98 98,5 0,136 13,44 0,998 2,4 6,2
102 102,2 0,132 13,53 0,998 2,2 6,2
106 106,3 0,128 13,66 0,998 2,4 6,2
110 110,1 0,125 13,80 0,998 2,4 5,9
114 114,1 0,122 13,93 0,997 2,4 6,0
118 118,0 0,119 14,08 0,997 2,4 6,3
122 122,3 0,116 14,25 0,997 2,5 5,9
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a nominal operating frequency of 50 or 60 Hz, and less than 15-W (using an AC/DC low
power converter) power. The following measures were obtained (Table 2):

Once again, the same happens for the LED Luminaries with turn arrow SoBright
type, the load is not linear, R2 equals to 0.9981 for a polynomial trend line of degree
two; the graph is omitted. The same happens for the relation between voltage and
nominal current vs. harmonic distortion (the performance in comparative terms with the
full SIMSA LED luminaries remains).

Likewise, for the LED Luminaries for pedestrian crossing SoBright type, model
P10-G08THA120RC with 76 LEDs; built for an input of 80–135 V AC; a nominal
operating frequency of 50 or 60 Hz, and less than 15 W (using AC/DC low power
converter). The following measures were obtained (Table 3):

The type of no linear load, the power factor behavior, as well as the harmonic
distortion for voltage and current are the same as before.

For the green module halogen luminaries, the load is linear. The following mea-
sures were obtained (Table 4):

Fig. 3. Characterization of harmonic distortion for the full SIMSA LED luminaire

Table 2. Characterizing the network and measures of power factor and THD THD-V-I for the
LED Luminaire with turn arrow SoBright type

Voltage
measured
[V]

Nominal
voltage [V]

Nominal
current [A]

Nominal
Capacity
[W]

P.F. THD-V
[%]

THD-I
[%]

98 98,0 0,128 12,61 0,998 2,5 6,8
102 102,2 0,123 12,57 0,998 2,6 7,0
106 106,5 0,117 12,53 0,998 2,6 7,1
110 110,0 0,114 12,52 0,998 2,4 7,0
114 114,0 0,109 12,50 0,998 2,6 6,8
118 118,2 0,105 12,48 0,998 2,6 6,7
122 122,3 0,102 12,46 0,997 2,6 6,7
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In fact, for being a green module halogen luminaire with linear load, it is expected
that it does not “inject” an important number of interfering harmonics in to the network,
where the percentages do not exceed 3 % of THD for voltage and nominal current.
Generally, the performance of full LED luminaries SIMSA type, pedestrian and turn
arrow SoBright type, has similar power consumption (about 13 W), but not greater
THD-I compared to THD-V, The dominance of the third harmonic remains.

The consumption of the halogen luminaries is four times greater than that of the
LED luminaries, thus, it is necessary to proceed with a technological change, and
related issues (high THD when a significant number of LED lights are active simul-
taneously at the same PCC).

6 Conclusions

It is important to mitigate or eliminate (if possible) the harmful effects of electro-
magnetic interference on the power grid if what is expected is a major factor of power,
with voltage stability, lower losses on the network, no resonance problems and
amplification of electrical disturbances; which means a much lower load on the

Table 3. Characterization of the network and measures of power factor, THD-V and THD-I
type LED luminaire for pedestrian SoBright

Voltage
measured
[V]

Nominal
voltage [V]

Nominal
current [A]

Nominal
Capacity
[W]

P.F. THD-V
[%]

THD-I
[%]

98 98,2 0,130 12,85 0,999 2,6 5,6
102 102,4 0,125 12,83 0,998 2,5 5,7
106 106,3 0,120 12,82 0,998 2,5 5,7
110 110,3 0,116 12,83 0,998 2,5 5,8
114 114,2 0,112 12,83 0,998 2,4 5,7
118 118,3 0,108 12,83 0,998 2,5 5,6
122 122,2 0,105 12,84 0,998 2,5 5,3

Table 4. Characterizing the network and measures of power factor and THD THD-V-I for the
green module halogen luminaire

Voltage
measured
[V]

Nominal
voltage [V]

Nominal
current [A]

Nominal
Capacity [W]

P.F. THD-V
[%]

THD-I
[%]

98 98,1 0,405 39,82 1 2,5 2,4
102 102,1 0,413 42,23 1 2,5 2,3
106 106,3 0,423 45,03 1 2,5 2,2
110 110,1 0,431 47,55 1 2,6 2,3
114 114,1 0,440 50,31 1 2,4 2,3
118 118,1 0,449 53,07 1 2,5 2,3
122 122,2 0,457 55,95 1 2,6 2,4
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equipment, longer duration, as well as lower maintenance and replacement costs if the
equipment is worn or damaged.

Taking into account that the IEC 61000-3-2 standard, classifies equipment into four
classes (A, B, C, D) based on the following criteria: (1) Number of pieces of equipment
in use, (2) Duration (number operating hours), (3) Simultaneous use (the same type of
equipment used in the same period), (4) Energy consumption, (5) Harmonic spectrum,
we can highlight the findings below.

Individually, the full LED luminary SIMSA type, as well as the LED Luminaries
for pedestrians and with turn arrow SoBright are class A.

For the purpose of this study, the luminaires that are currently used in conventional
crossings with traffic lights were selected. These luminaires are provided under the
inter-administrative contract No. 20151131 signed on June 26th 2015 between
Universidad Francisco José de Caldas and the District Secretariat for Mobility in
Bogota. Before the results, it is important to point out that, although the control
equipment and joint sensors affect the measurements of harmonics, they are out of the
range of this study. For that reason, they are not taken into account; however, it is
recommended that they are studied in future research works.

In addition, according to the CRISP -DM [CRISP -DM, 2000] method, in the
process of data understanding, data preparation, modeling, evaluation and implemen-
tation [14], for luminaires variables rated voltage, rated current were considered, har-
monic voltage, harmonic current, the total THD, power factor, hysteresis, voltage THD,
current THD and among which the most relevant to the rated voltage, rated current and
THD study.

For an equipment, luminary or bulb to be considered Class A, it must maintain
limits on THD-I as follows: for the third harmonic of 2.30 %, for the fifth of 1.14 %,
for the seventh of 0.77 %, for the ninth of 0.40 %, for the eleventh of 0.33 %, for the
thirteenth of 0.21 %, and those contained between the fifteenth and the thirty-ninth
harmonic of 0.15 � 15/n, where n equals the number of the harmonic.

In general, the behavior of LED luminaries, either for full SIMSA, with turn arrow,
or pedestrian SoBright, shows similar power consumption (about 13 W), but not higher
THD-I compared to THD-V; there is a predominance of the third harmonic. Also, for
the LED and halogen luminaries, the dispersion does not exceed the 10 % of THD,
then, reviewing (20), it follows that individual luminaries do not affect the power factor
of the load; therefore, there is a clear consideration that the first harmonic component of
voltage and current is about 100 % RMS value of the wave; which is to say that it has
an insignificant participation in the harmonics that are greater than one in the wave
distortion. Off course, this is without considering an important number of luminaries
simultaneously connected to a single PCC.
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Abstract. In the paper, we study the problem of time-varying feature
extraction from a long sequence of dynamic multidimensional observa-
tions. Imposing the nonnegativity constrains onto the estimated features,
the problem can be represented by an on-line nonnegative matrix factor-
ization (NMF) model. To update the nonnegative factors in such a model,
we used various computational strategies, including the row-action pro-
jections (Kaczmarz algorithm), rank-one least square updates, and mod-
ified proximal gradient iterations. The numerical experiments, performed
on the benchmarks of nonstationary spectral signals, demonstrated that
the Kaczmarz algorithm appeared to be the most efficient, both with
respect to the performance and the computational time.

Keywords: Dynamic feature extraction · On-line NMF · Row-action
projections · Proximal gradients · Nonstationary signal processing

1 Introduction

In the era of big data, massive data are characterized by a large volume, a con-
siderable variety, and often a high speed of their acquisition. Extraction and
tracking of functional and relevant information from time-varying volumetric
data is a challenging and also very important task with many real-world appli-
cations in computer vision, pattern recognition, machine learning, and signal
processing [1–8]. Fast and efficient computational tools are needed to efficiently
tackle such a problem.

The features extracted from nonnegative observations (such as images, spec-
tra, matrices of probability, etc.), are usually easier in interpretation and con-
tain more meaningful information if they are nonnegatively constrained. This
assumption is satisfied if Nonnegative Matrix Factorization (NMF) [9,10] is
applied to the observed data. It is an unsupervised learning technique that is
commonly used in machine learning and data analysis for feature extraction
and dimensionality reduction of nonnegative data. The fundamental version of
NMF assumes a batch mode decomposition of a nonnegative matrix of observa-
tions into two lower-rank nonnegative matrices. The one represents nonnegative
features, and the other contains coefficients of their nonnegative combinations.
c© Springer International Publishing Switzerland 2016
Y. Tan and Y. Shi (Eds.): DMBD 2016, LNCS 9714, pp. 557–566, 2016.
DOI: 10.1007/978-3-319-40973-3 57
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The batch-mode processing can be easily performed with many relatively
simple computational strategies. However, it does not allow us to obtain time-
varying features that change smoothly with time instances, and it is not compu-
tationally efficient if the observed data arrives sequentially. To overcome the first
problem, the continues NMF model [11] can be used. The other problem can be
tackled with Online NMF (ONMF) [12], which has a wide area of applications.
Wang et al. [13] applied it to document clustering. Lefevre et al. [14] analyzed
spectrograms with a special version of ONMF that minimizes the Itakura-Saito
distance. Another important application is blind separation of moving sources.

ONMF is particularly useful for processing streaming data. With reference
to the basic NMF model, it allows us to substantially reduce a computational
complexity both in time and memory. Furthermore, it gives us a possibility of
updating the feature vectors over the time. When the basic model of NMF is
applied to the magnitude spectrogram of an audio signal, it estimates the feature
vectors that represent frequency profiles, common for the whole set of observed
signals. ONMF extracts time-varying frequency profiles that are most suitable
for analyzing nonstationary stochastic signals.

The factors in ONMF can be estimated with various optimization algorithms.
Example include the geometry-based algorithms [15] or stochastic approxima-
tion algorithms [16]. In the paper [17], a new observed datum is modeled by a
hyperplane in the space of the feature vectors. To update a solution, the row-
action projections from the Kaczmarz’s algorithm [18] was used. The algorithm
have played an important role in developing Computerized Tomography (CT),
and currently it has a wide area of applications.

Motivated by the results obtained in [17], we further develop such an algorith-
mic approach by proposing new updating rules. One of them assumes the pro-
jected rank-one least square update of the feature vectors by using the Sherman-
Morrison formula. This rule is simple to implement, however, it does not satisfy
the Karush-Kuhn-Tucker (KKT) optimality conditions for updating nonnegative
solutions. To relax this problem, we use the proximal gradient approximations
that have already found a number of successful applications in signal and image
processing, including the basic NMF model [19].

The paper is organized as follows: Sect. 2 discusses the dynamic and ONMF
model. The optimization algorithms for estimating the factors in the discussed
models are presented in Sect. 3. The experiments carried out for nonstationary
signals are described in Sect. 4. Finally, the conclusions are drawn in Sect. 5.

2 Model

The basic model of NMF assumes an approximate decomposition of the nonneg-
ative input matrix Y = [yit] ∈ R

I×T
+ into the lower-rank nonnegative matrices

A = [aij ] ∈ R
I×J
+ and X = [xjt] ∈ R

J×T
+ , given the lower rank J , and possibly

some prior knowledge on the matrices A or X . Usually: J << min{I, T}. Thus:
Y ∼= AX ∈ R

I×T
+ .
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The factors A and X are typically estimated from Y by using the following
alternating optimization scheme: For s = 1, 2, . . . ,do:

X (s) = arg min
X≥0

Ψ(Y ||A(s−1)X ), (1)

A(s) = arg min
A≥0

Ψ(Y ||AX (s)), (2)

where Ψ(Y ||AX ) is an assumed objective function that measures disimilarity
between the observed data in Y and the model AX .

Most NMF algorithms perform a batch-mode processing, i.e. the whole
matrix Y should be accessible to update the solution to the problems (1) and (2).
However, this approach is not computationally efficient if the data arrive sequen-
tially (streaming data). If the number of observed samples in the batch-mode
processing is small, the amount of relevant information might not be sufficient
to train the model well. On the contrary, the training might be computationally
demanding or even intractable. These difficulties can be overcome if the ONMF
model is used. It assumes a sequential-mode processing, where at a time instant
t, we observe the sample y t ∈ R

I
+ that represents I signals or realizations of I

random variables. Starting from a given time instant, all the subsequent samples
{y t} are gathered sequentially. Let the samples observed in the past form the
matrix Y (t−1) = [y1,y2, . . . ,y t−1] ∈ R

I×(t−1)
+ . Thus, the ONMF model has the

following form:

Y =
[
Y (t−1),y t

] ∼= A
[
X (t−1),x t

]
. (3)

The total number of recorded samples can be very large or even unlimited - we
observe a slowly-varying process. However, we assume that at the moment of
starting the sequential data processing, the observed history is not very long,
i.e. the number (t − 1) is rather small but min{t − 1, I} >> J . As a result, an
initial approximation for A and X (t−1) ∈ R

J×(t−1)
+ can be easily obtained by

applying the standard NMF model to Y (t−1). Having A, X (t−1), and a new
sample y t, the corresponding vector x t can be readily calculated, and then it
will be used to update the factor A.

Note that the matrix A is updated sequentially, hence it can be represented
by A(t) for each t. Hence, the model (3) can be regarded as:

∀t : y t = A(t)x t (4)

or in the the continuous-time representation as:

y(t) = A(t)x (t). (5)

It resembles the continuous NMF which was given in [11] but in our approach,
we use different computational methods to update the time-varying factors.
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3 Algorithms

Assuming the residual error is normally distributed with a zero-mean, the objec-
tive function can be expressed by the squared Euclidean distance: Ψ(Y ||AX ) =
1
2 ||Y −AX ||2F . The problem (1) can be split into T independent LS subproblems.
Considering the same assumption in estimation of x t from (4), we have:

x t = arg min
x

1
2
||y t − A(t)x ||22, s.t. x ≥ 0 . (6)

When a new sample y t arrives, the corresponding encoding vector x t can be
updated by applying any nonnegative least squares (NNLS) solver [10] to the
problem (6). In the experiments, we used the active-set method.

A more challenging problem is to update A(t) with only one pair of vectors
{y t,x t}. Replacing A with A(t) in (3), and applying the transpose operator, we
get:

[
X T

(t−1)

xT
t

]
AT

(t) =
[
Y T

(t−1)

yT
t

]
. (7)

In an geometric approach, each row of (7) determines one hyperplane in R
J ,

and the pair {y t,x t} adds a new hyperplane to the overdetermined system of
t − 1 linear equations. The matrix A(t) should be updated only with this new
hyperplane. In what follows, we consider various computational strategies to
tackle this problem.

3.1 Row-Action Projections

Let a
(t)
i ∈ R

1×J be the i-th row of A(t). Note that the system (7) can be

rewritten as:
[
X T

(t−1)

xT
t

] (
a
(t)
i

)T

=
[

[yi,1:t−1]T

yit

]
for i = 1, . . . , I. To update the

solution a
(t)
i with the last equation in (7), the previous approximate a

(t−1)
i can

be mapped onto the hyperplane determined by the normal vector x t in R
J
+. The

affine mapping is given by P (t) : RJ → R
J :

P (t)
(
(a (t−1)

i )T
)

=
(
a
(t−1)
i

)T

+
yit − a

(t−1)
i x t

||x t||22
x t. (8)

To enforce the nonnegativity, the point P (t)
(
(a (t−1)

i )T
)

is projected onto the

nonnegative orthant R
J
+, which leads to the updating rule:

(
a
(t)
i

)T

= PΩ

(
P (t)

(
(a (t−1)

i )T
))

∈ R
J
+, (9)

where PΩ(ξ) = max {0, ξ}.
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Note that the mapping (8) is independent on i. Hence, it can be simultane-
ously applied to all the rows of A(t):

A(t) = PΩ

(
A(t−1) +

y t − A(t−1)x t

||x t||22
xT

t

)
. (10)

Let Ā be the matrix of features that are estimated from initial samples using
any standard NMF algorithm. The update for A(t) can therefore be expressed
by the recurrence formula:

A(t) = PΩP (t)PΩP (t−1) . . . PΩP (1)(Ā) . (11)

If Ω = R
I×J , ∀t : X (t−1) = X , yT

t
∈ R(X T

(t−1)), then according to [20],

limt→∞ AT
(t) = PN (ĀT ) + GyT

t
, where R(Z ) is the range of Z , PN (·) is the

orthogonal projection onto the nullspace of X T , and G is the pseudoinverse of
X T . Hence, if the system (7) is consistent and PN (ĀT ) = ∅, the approximations
in (11) are convergent to a LS solution. In our case, Ω = R

I×J
+ . One can suppose

that such approximations lead to a NNLS solution according to the KKT con-
dition (nested projections onto the nonnegative orthant), but further research is
needed to explain this supposition.

Regarding elementary multiplication operations, a computational complexity
of (10) for each t can be estimated as O(IJ).

3.2 Rank-One Least Squares

One of the most known computational strategies for solving NMF problems is the
Alternating Least Squares (ALS) algorithm [10]. Below we propose the modified
ALS in which one factor is only rank-one updated. To estimate A(t), the system
(7) is transformed to the normal equations:

(X (t−1)X
T
(t−1) + x tx

T
t )AT

(t) = X (t−1)Y
T
(t−1) + x ty

T
t . (12)

Let M (t−1) = X (t−1)X
T
(t−1) and N (t−1) = X (t−1)Y

T
(t−1). Since ∀t≥1 :

M (t−1) = M (t−2) + x t−1x
T
t−1 and N (t−1) = N (t−1) + x t−1y

T
t−1, it is there-

fore obvious that it can be expressed by:

M (t)A
T
(t) = N (t). (13)

Considering M (t) = M T
(t), the update for A(t) can be expressed by: A(t) =

N T
(t)M

−1
(t) . Because rank(x tx

T
t ) = 1, the inverse to M (t) can be computed by

applying the Sherman-Morrison formula:

A(t) = N T
(t)

(
M−1

(t−1) − w tw
T
t

1 + xT
t w t

)
, (14)

where w t = M−1
(t−1)x t. The inverse to M (t) is updated according to the rule:

M−1
(t) = M−1

(t−1) − wtw
T
t

1+xT
t wt

. To enforce the nonnegativity, a simple projection
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onto the nonnegative orthant is imposed: A(t) ← PΩ(A(t)). Unfortunately, it
does not guarantee the update satisfies the KKT optimality conditions.

The computational complexity of the updating rule (14) can be approximated
by O(IJ + J2), which leads to O(IJ) for I >> J .

3.3 Proximal Gradients

We assumed the objective function Ψ(Y ||AX ) is differentiable and convex with
respect to A or X (but not jointly). Let

F (A, Â(t−1)) = Ψ(Y ||Â(t−1)X (t)) + 〈G(Â(t−1)),A − Â(t−1)〉 +
L̂A

2
||A − Â(t−1)||2F

be the majorization function for Ψ(Y ||AX (t)), where G(A) =
∇AΨ(Y ||AX (t)) and L̂A is upper bounded by the the Lipschitz constant LA of
Ψ(Y ||AX (t)). For the Euclidean function, LA = ||X (t)X

T
(t)||2. The problem (2)

can be reformulated as:

A(t) = arg min
A

{
F (A, Â(t−1)) + h(A)

}
= proxh(Â(t−1)), (15)

where proxh(Â(t−1)) is the proximal mapping of the convex but unnecessarily
differentiable function h(·) at Â(t−1). To enforce the nonnegativity, let h(A) =
IΩ(A) be an indicator function on the set Ω. The solution to (15) is therefore
given by the updating rule:

A(t) = PΩ

(
Â(t−1) − L−1

A G(Â(t−1))
)

. (16)

To accelerate the convergence, the approximation Â(t−1) is computed by the
Nesterov’s extrapolation rule [19]: Â(t−1) = A(t−1) +βt(A(t−1) −A(t−2)), where
βt = γt−1−1

γt
, and γt is a positive root to (γt)2 − γt − (γt−1)2 = 0.

For the Euclidean function: G(A) = AXX T −YX T . Considering the model
(7) and the Eq. (12), the gradient G(A(t)) can be expressed by:

G(A(t)) = A(t)

(
M (t−1) + x tx

T
t

) − N (t−1) − y tx
T
t = A(t)M (t) − N (t). (17)

Hence, it can be updated for each t with only two rank-one matrices. Regarding
the matrix-matrix product A(t)M (t), the computational complexity of the gra-
dient amounts to O(IJ2). This version of the Proximal Gradient (PG) method
will be referred to as PG-ONMF.

The gradient updating rule (17) can be further rewritten to the form:

G(t) = G(t−1) − r tx
T
t , (18)

where r t = y t − Â(t−1)x t is a residual vector. Moreover, the Lipschitz constant
LA can be also dynamically updated by the approximate Frobenious-based rule:

L(t) =
√

L(t−1) + 2
∑

k,l

m
(t−1)
kl x

(t−1)
kt x

(t−1)
lt +

∑

k,l

(x(t−1)
kt x

(t−1)
lt )2, (19)
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where M (t−1) = [m(t−1)
kl ], X (t−1) = [x(t−1)

k,t−1], and L(t−1) = ||X (t−1)X
T
(t−1)||2F .

The update rules (18) and (19), combined with (16) will be denoted by MPG-
ONMF.

4 Experiments

The proposed algorithms have been tested on the benchmark of original sig-
nals, selected from the dataset AC10 art spectr noi that is distributed with the
NMFLAB for Signal Processing [10]. It is a Matlab toolbox designed for testing
NMF algorithms. We selected 8 spectral signals, from which 4 pairs of the signals
were created. Four time-varying features are obtained by interpolating the sig-
nals in each pair. This approach aims to simulate slowly-varying nonstationary
spectral signals or other nonstationary multidimensional streaming data, which
can be found in many spectroscopic techniques. For example, the Raman spectra
of the specimen whose properties change with time or temperature. The time-
varying features that are used in the experiments are illustrated in Fig. 1. Their
spectral resolution is limited to 200 bands, i.e. I = 200. The discussed algo-
rithms are designed for processing an unlimited number of streaming samples.
However, to evaluate the quality of the estimates versus time and their compu-
tational complexity, we analyze the sampled signals with T = 104, 105, 106.

The time-varying linear mixtures Y ∈ R
I×T are created according to the

model (4). The entries of the mixing matrix X ∈ R
4×T
+ were generated randomly

Fig. 1. Four time-varying spectral features {aijt}, where: t - time instant, i - wavelength
index, j = 1, . . . , 4 - index of the feature.
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Table 1. Runtime [in s] and mean-SIR values [dB] for estimating the whole time-
window features in A and the factor X . The number of observed samples is T . We
cannot apply MUE to T = 107 due to the RAM demand exceeds the limit of 512GB.

Algorithm T = 105 T = 106 T = 107

SIRA SIRX Time SIRA SIRX Time SIRA SIRX Time

MUE 7.2 4.89 439.7 2.02 5.03 4443 – – –

RO-LS 5.48 9.75 93.1 5.46 9.8 880.2 5.5 9.9 10639

PG-ONMF 5.48 9.81 109.8 5.48 9.88 1057 5.5 9.96 12303

MPG-ONMF 16.94 27.02 107.8 16.94 27.19 1043 16.98 28.48 12237

RAP-ONMF 17.03 28.18 82.6 17.03 28.1 753.2 17.1 29.6 9076

from a normal distribution N (0, 1), and then the negative entries are replaced
with a zero-value. The columns with all-zero entries were removed.

To estimate the matrices A and X from Y we used the following algorithms:
MUE – the standard Lee-Seung algorithm [9] for minimizing the Euclidean dis-
tance, RO-LS – rank-one least-squares (see Sect. 3.2), PG-ONMF – proximal gra-
dient ONMF (see Sect. 3.3), MPG-ONMF – modified proximal gradient ONMF
(see Sect. 3.3), and RAP-ONMF – row-action projection ONMF (see Sect. 3.1).
All the tested algorithms were initialized by the same random initializer gen-
erated from an uniform distribution. To analyze the efficiency of the discussed
methods, 10 Monte Carlo (MC) runs of the NMF algorithms were performed,
each time the initial matrices A and X were different.

The performance of the discussed algorithms was evaluated with the Signal-
to-Interference Ratio (SIR) [10] between the estimates and the true signals.
Table 1 contains the mean-SIR values and the runtime [in seconds] for estimating
the time-varying features (the matrices A(t)) and the mixing matrix X .

Fig. 2. 2D representations of four time-varying features {a1(t),a2(t),a3(t),a4(t)} ∈
R

I : (a) original; (b) estimated with RAP-ONMF (SIR values included in the titles)
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Figure 2 illustrates 2D representations of four time-varying features a1(t),
a2(t), a3(t), a4(t) ∈ R

I , estimated by RAP-ONMF.

5 Conclusions

In this paper, we analyze a few computational strategies based on the on-line
NMF model for extracting time-varying nonnegative features from multidimen-
sional streaming data. The proposed ONMF algorithms are tested on the syn-
thetic data that simulate a time-varying linear mixture of nonstationary spectral
signals. The results demonstrate that the best performance can be obtained by
RAP-ONMF (see Fig. 2 and Table 1). The second best algorithm is MPG-ONMF.
Unfortunately, RO-LS and PG-ONMF give much worse results. The difference
between PG-ONMF and MPG-ONMF may result from the way of computing
the Lipschitz constant. To save time, this parameter in PG-ONMF is set to the
initial constant value for all time instances, whereas it changes adaptively in
MPG-ONMF. RO-LS does not assure a monotonic convergence, and this fact
may also strongly affect the performance. RAP-ONMF has the lowest computa-
tional complexity, and this statement is also confirmed by the runtime shown in
Table 1.

Summing up, we proposed efficient algorithms for extracting time-varying
nonnegative features from multidimensional streaming data. Further research is
needed to deeply analyze the numerical properties of RAP-ONMF.
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